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Integration of positive linear functionals on a sphere in R2n
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Abstract. In this paper we present a formula for the calculation of the integrals of the form∫
S
u∗Xuν(du), where S is the unit sphere in RN , X is a positive semi-definite symmetric

matrix, and ν is a surface measure generated by a Gaussian measure µ. The solution has
the form trace(XZ), with the explicit procedure for the calculation of the matrix Z which
does not depend on X.
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1. Introduction

Our aim in this paper is to give an explicit procedure for the calculation of the
integrals of the form ∫

S

u∗Xuν(du), (1)

where S is the unit sphere in RN , X is a positive semi-definite symmetric matrix,
and ν is a surface measure generated by a Gaussian measure µ. Here u∗ denotes the
transpose of u. More precisely, for the measure ν we take the measure induced by
the Gaussian measure µ via Minkowski formula (see [1]):∫

S

fdν = lim
ε→0

1

2ε

∫
d(x,S)≤ε

f(x)µ(dx). (2)

We assume that the measure µ has zero mean and covariance matrix K with all
non-zero eigenvalues having even multiplicities. This is satisfied if, for example, the
covariance matrix has the form K = diag(K̃, K̃). Our assumption on K is natural
in cases of systems which are linearizations of second order systems.

Our main motivation for the calculation of these types of integrals comes from
the optimal control. Let us assume that we wish to minimize some quantity of
a dynamical system which depends on the initial state. To make this procedure
independent of the initial conditions, we can try to minimize the average of our
quantity over all initial states of the unit norm. If our quantity can be expressed
in the form u∗Xu, for some positive semi-definite symmetric matrix (for example,
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http://www.mathos.hr/mc c⃝2013 Department of Mathematics, University of Osijek



350 I. Nakić

the total energy), then we end up with (1). Since (1) defines a linear functional on
the space of symmetric matrices, Riesz representation theorem (see, for example [4])
implies the existence of the positive semi-definite symmetric matrix Z such that∫

S

u∗Xuν(du) = tr(XZ), (3)

where Z depends only on the choice of the measure µ. Hence, if we find the formula
for the matrix Z, we can calculate (1).

2. Main result

We decompose RN into RN = Y1⊕Y2, where Y2 is the null-space of the operator K,
and Y1 is the orthogonal complement of Y2. Then µY = µY1 × µY2 , where µY1 is a
Gaussian measure with zero mean and covariance operator PY1KPY1 , PY1 being the
orthogonal projector in Y1, and µY2 is a Dirac measure in Y2 concentrated at zero
(in other words, a Gaussian measure with zero mean and zero covariance).

Let us fix a basis in RN such that K has a matrix representation of the form

K =

[
K1 0
0 0

]
,

K1 ∈ R2t×2t being positive definite. Then it follows that Z has the matrix represen-
tation

Z =

[
Z1 0
0 0

]
. (4)

Indeed, let Eij denote the matrix which has all entries zero except for the entry (i, j)
which has value 1. Let X = (Xij) be an arbitrary symmetric matrix in RN . We
have

tr(XZ) =
∑
i,j

Xij tr(ZEij) =
∑
i,j

Xij

∫
S

x∗Eijx ν(dx)

=
∑
i,j

Xij

∫
S

xixj ν(dx),

hence

Zij =

∫
S

xixj ν(dx). (5)

To obtain (4) we just have to take into account the structure of the covariance matrix
K and Minkowski formula (2).

Therefore, our aim is to compute the matrix Z1, where Z1 is such that (3) holds
for the measure νY1 in Y1, since νY2 is everywhere zero.

Lemma 1. The following formula holds∫
SY1

dνY1 =
d

dr

∣∣∣∣∣
r=1

(∫
x∗x≤r2

µY1(dx)

)
. (6)
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Proof. Let us define the function

g(r) =

∫
x∗x≤r2

µY1(dx).

The function g is an analytic function [3, Corollary 3.4] (we will later explicitly
calculate the function g), and the left-hand side in (6) can be written as∫

SY1

dνY1
= lim

ε→0

1

2ε

∫
d(x,S)≤ε

µY1
(dx) = lim

ε→0

g(1 + ε)− g(1− ε)

2ε

= lim
ε→0

1

2

(
g(1 + ε)− g(1)

ε
+
g(1)− g(1− ε)

ε

)
= g′(1).

The density function of µY1 with respect to the Lebesgue measure is

p(x) =
1

(2π)t
√
detK1

e−1/2x∗K1
−1x,

hence ∫
x∗x≤r2

µY1(dx) =
1

(2π)t
√
detK1

∫
x∗x≤r2

e−1/2x∗K1
−1xdx. (7)

Let K1 = LL∗ be a Cholesky factorization of K1, and let L∗L = U∗ΛU be a
spectral decomposition of L∗L, where Λ = diag(µ1, . . . , µ2t). Note that µ1, . . . , µ2t

are eigenvalues of K1. By means of the substitution x = LU∗y, from (7) we obtain∫
x∗x≤r2

µY1(dx) =
1

(2π)t

∫
y∗Λy≤r2

e−1/2y∗ydy = P{
2t∑
j=1

µjX2
j ≤ r2}, (8)

where Xi ∼ N(0, 1) are Gaussian random vectors with zero mean and the unit
covariance matrix, and P denotes the probability. Hence (see, for example [2, p.
48]), follows

P{
2t∑
j=1

µjX
2
j ≤ r2} = P{

2t∑
j=1

µjχj(1) ≤ r2} = P{
m∑
j=1

λjχj(kj) ≤ r2}, (9)

where χ(k) denotes the chi-squared distribution with k degrees of freedom, m is the
number of eigenvalues not taking into account multiplicities, and by λ1, . . . , λm we
denoted mutually different eigenvalues of K1, with their multiplicities kj . Here we
can assume that χj(kj) are independent random variables.

From our assumption on the covariance matrix K we know that kj are always
even, which we will need to obtain (12).

Let us denote by f and φ the probability density function and the characteristic
function of

∑m
j=1 λjχj(kj), respectively. Then [2, Chapter 15.]

P{
m∑
j=1

λjχj(kj) ≤ r2} =

∫ r2

0

f(x)dx, (10)
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hence (6), (8), (9) and (10) imply∫
SY1

dνY1 = 2f(1). (11)

From [2, Chapter 15] also follows

φ(t) =
m∏
j=1

φχj(kj)(λjt) =
m∏
j=1

(1− 2itλj)
−kj/2.

Set gj =
kj

2 . We want to expand φ(t) in partial fractions, i.e. to obtain

m∏
j=1

(1− 2itλj)
−gj =

m∑
j=1

gj∑
s=1

αjs(1− 2itλj)
−s. (12)

To calculate the coefficients αjs we proceed as follows. Fix k ∈ {1, . . . ,m}. We can
rewrite (12) as

(1− 2itλk)
−gk

∏
j ̸=k

(1− 2itλj)
−gj =

gk∑
s=1

αks(1− 2itλk)
−s +

m∑
j ̸=k

gj∑
w=1

αjw(1− 2itλj)
−w.

Multiplying the previous relation by (1 − 2itλk)
gk , and substituting y = 1 − 2itλk

we get

∏
j ̸=k

(
λk − λj
λk

+ y
λj
λk

)−gj

=

gk∑
s=1

αksy
gk−s + ygk

m∑
j ̸=k

gj∑
w=1

αjw

(
λk − λj
λk

+ y
λj
λk

)−w

. (13)

We can look at (13) as an equality of two rational functions on the line 1 + iR. But
this equality can be extended to all complex numbers for which (13) makes sense.
Indeed, (13) can be written as

p1(y)

q1(y)
=
p2(y)

q2(y)
,

where p1, p2, q1 and q2 are polynomials, hence holomorphic functions on C. But
this implies p1q2 = p2q1, which is an equality of two holomorphic functions on the
line. This implies that (13) holds everywhere except at the zeros of q1 and q2.

So we can take y = 0 in (13) and obtain

αigi =
∏
j ̸=i

(
λi − λj
λi

)−gj

.

Our next step is to calculate the rest of the coefficients αij . When we differentiate
both sides of (13) k times (k = 1, . . . , gi − 1) and take y = 0, we obtain

αi,gi−k =
f
(k)
i (0)

k!
, where fi(y) =

∏
j ̸=i

(
λi − λj
λi

+ y
λj
λi

)−gj

.
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Set

ψi(y) = ln fi(y) = −
∑
j ̸=i

gj ln

∣∣∣∣λi − λj
λi

+ y
λj
λi

∣∣∣∣ .
We calculate the derivatives in zero of the functions ψi and obtain

ψ
(k)
i (0) = (−1)k(k − 1)!

∑
j ̸=i

gj∣∣∣ λi

λj
− 1
∣∣∣k for k ≥ 1.

Now we can calculate derivatives in zero of the functions fi by using the following
recursive procedure:

f
(1)
i (0) = fi(0)ψ

(1)
i (0),

f
(k+1)
i (0) =

k∑
l=0

(
k

l

)
f
(k−l)
i (0)ψ

(l+1)
i (0), k = 2, . . . , gi − 1.

After a straightforward calculation we get the following recursive formula for the
coefficients αij , i = 1, . . . ,m:

αigi =
∏
j ̸=i

(
1− λj

λi

)−gj

,

αi,gi−1 = −αigi

∑
j ̸=i

gj∣∣∣ λi

λj
− 1
∣∣∣ ,

αi,gi−k−1 =
1

k + 1

k∑
l=0

(−1)l+1αi,gi−k+l

∑
j ̸=i

gj∣∣∣ λi

λj
− 1
∣∣∣l+1

, k = 1, 2, . . . , gi − 2.

(14)

Since f(x) = 1
2π

∫∞
−∞ e−itxφ(t)dt, we have

f(x) =
m∑
j=1

gj∑
l=1

αjlfλjχ(2l)(x).

Now the last equation, together with (11), implies∫
SY

dνY = 2
m∑
j=1

gj∑
l=1

αjlfλjχ(2l)(1) = 2
m∑
j=1

gj∑
l=1

αjl
1

λj
fχ(2l)

(
1

λj

)

= 2

m∑
j=1

gj∑
l=1

αjl
1

λlj

1

2l(l − 1)!
e
− 1

2λj = 2

m∑
j=1

e
− 1

2λj

gj∑
l=1

αjl
1

λlj

1

2l(l − 1)!
,

(15)

since the probability density function of the chi-squared distribution with k degrees
of freedom is given by

fχ(k)(x) =
1

2k/2Γ(k/2)
e−

x
2 xk/2−1.
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Hence we have found a recursive formula for the calculation of the surface measure
of the sphere. It turns out that we can also calculate the entries of the matrix Z1

by using the coefficients αij .

From (5) it follows

(Z1)ij =

∫
SY1

xixj νY1(dx). (16)

Let K1
−1 = V ΛV ∗ be a spectral decomposition of the operator K1

−1, with V
orthogonal matrix. By using (2) and substituting x = V y, we obtain∫

SY1

xixj νY1(dx) =
1

(2π)t
√
detK1

lim
ε→0

1

2ε

∫
d(x,SY1

)≤ε

xixje
−1/2x∗K1

−1xdx

=
1

(2π)t
√
detK1

lim
ε→0

1

2ε

∫
d(x,SY1 )≤ε

(V y)i(V y)je
−1/2y∗Λydy.

(17)

Since (V y)i(V y)j = y∗Ẽijy, where

Ẽij = V ∗EijV, (18)

to compute (Z1)ij it is enough to calculate

lim
ε→0

1

2ε

∫
d(x,SY1

)≤ε

yiyje
−1/2y∗Λydy. (19)

To calculate (19) we use the (generalized) spherical coordinates:∫
d(x,SY1

)≤ε

yiyje
−1/2y∗Λydy =

∫ 1+ε

1−ε

dρ

∫ π

0

dϕ1 · · ·
∫ π

0

dϕ2t−2

×
∫ 2π

0

dϕ2t−1yiyje
−1/2y∗Λyρ2t−1 sin2t−2 ϕ1 · · · sinϕ2t−2,

where yi = ρ sinϕ1 · · · sinϕi−1 cosϕi, i = 1, . . . , 2t−1 and y2t = ρ sinϕ1 · · · sinϕ2t−1.
If we denote the last 2t− 1 integrals in the previous relation by g(ρ), then

lim
ε→0

1

2ε

∫
d(x,SY1

)≤ε

yiyje
−1/2y∗Λydy = lim

ε→0

1

2ε

∫ 1+ε

1−ε

g(ρ)dρ = g(1),

where we used the same procedure as in Lemma 1. Hence (19) is equal to∫
SY1

yiyje
−1/2y∗Λydy.

Note that this integral equals zero in the case i ̸= j.
Analogously we obtain∫

SY1

dνY1 =
1

(2π)t
√
detK1

∫
SY1

e−1/2y∗Λydy. (20)
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Let ξ : {1, . . . , 2t} → {1, . . . ,m} be the function such that ξ(i) = j implies
µi = λj . Let us fix i ∈ {1, . . . , 2t}. Due to the symmetry of the measure νY1 , we
have ∫

SY1

x2i νY1(dx) =

∫
SY1

x2jνY1(dx) (21)

for all j ∈ ξ−1(ξ(i)).
Because of (20) we can interpret

∫
SY1

dνY1 as a function in the variables λ1, . . . , λm,

i.e. we denote

F (λ1, . . . , λm) =
1

(2π)t
√
detK1

∫
SY1

e−1/2
∑m

i=1 λi

∑
j∈ξ−1(ξ(i)) y

2
j dy.

All partial derivatives of this function exist and

∂

∂λi
F (λ1, . . . , λm) = −1

2

1

(2π)t
√
detK1

∫
SY1

∑
j∈ξ−1(ξ(i))

y2j e
−1/2y∗Λydy.

The last relation, together with (21), implies∫
SY1

y2i e
−1/2y∗Λydy = −2

(2π)t
√
detK1

kξ(i)

∂

∂λξ(i)
F (λ1, . . . , λm). (22)

Hence, the relations (16), (17), (20), (21), and (22) imply

(Z1)ij = −2
∑
l

(Ẽij)ll
kξ(l)

∂

∂λξ(l)
F (λ1, . . . , λm), (23)

where Ẽij is given by (18).
From (15) it follows

F (λ1, . . . , λm) = 2
m∑
j=1

e
− 1

2λj

gj∑
l=1

αjl
1

λlj2
l(l − 1)!

,

where αjl is interpreted as a function in variables λ1, . . . , λm. We calculate

∂

∂λi
F (λ1, . . . , λm) = 2

m∑
j=1

e
− 1

2λj

gj∑
l=1

∂
∂λi

αjl

λlj

1

2l(l − 1)!
+

1

λ2i
e
− 1

2λi

gi∑
l=1

αil

λli

1

2l(l − 1)!

− 2e
− 1

2λi

gi∑
l=1

lαil

λl+1
i

1

2l(l − 1)!
.

(24)

Since αjl =
f
(gj−l)

j (0)

(gj−l)! , we have

∂

∂λi
αjl =

1

(gj − l)!

∂

∂ygj−l

∂

∂λi
fj(y, λ1, . . . , λm)

∣∣∣∣
y=0

,
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where fj is taken as a function in variables y, λ1, . . . , λm. Now

∂

∂λi
fj(y, λ1, . . . , λm) = fj(y, λ1, . . . , λm)

∂

∂λi
ln fj(y, λ1, . . . , λm)

= −fj(y, λ1, . . . , λm)
∑
l ̸=j

gl
∂

∂λi
ln

∣∣∣∣λj − λl
λj

+ y
λl
λj

∣∣∣∣ .
In the case i ̸= j we obtain

∂

∂λi
fj(y, λ1, . . . , λm) = −fj(y, λ1, . . . , λm)

gi(y − 1)

λj − λi + yλi
,

and in the case i = j we obtain

∂

∂λi
fi(y, λ1, . . . , λm) = fi(y, λ1, . . . , λm)

y − 1

λi

∑
l ̸=i

glλl
λi − λl + yλl

.

Let us define functions ϕji(y) = gi(y−1)
λj−λi+yλi

. From the straightforward calculation

we obtain:

ϕ
(k)
ji (0) =

(−1)k−1k!giλjλ
k−1
i

(λj − λi)k+1
, for k > 0 and ϕji(0) = − gi

λj − λi
.

Hence in the case i ̸= j we have

∂

∂λi
αjl = − 1

(gj − l)!

gj−l∑
k=0

(
gj − l

k

)
f
(gj−l−k)
j (0)ϕ

(k)
ji (0)

= gi

 αjl

λj − λi
+ λj

gj−l∑
k=1

(−1)k
λk−1
i αj,l+k

(λj − λi)k+1


= gi

 αjl

λj − λi
+

λj
λi(λj − λi)

gj−l∑
k=1

(−1)k
(

λi
λj − λi

)k

αj,l+k

 .

(25)

For the case i = j, let us define ϕi(y) =
y−1
λi

∑
p̸=i

gpλp

λi−λp+yλp
. Then

ϕ
(k)
i (0) = (−1)k−1k!

∑
p ̸=i

gpλ
k
p

(λi − λp)k+1
, for k > 0 and ϕi(0) = − 1

λi

∑
p̸=i

gpλp
λi − λp

.

Hence

∂

∂λi
αil =

1

(gi − l)!

gi−l∑
k=0

(
gi − l

k

)
f
(gi−l−k)
i (0)ϕ

(k)
i (0)

= −αil

λi

∑
p ̸=i

gpλp
λi − λp

−
gi−l∑
k=1

(−1)kαi,l+k

∑
p ̸=i

gpλ
k
p

(λi − λp)k+1
.

(26)
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If we insert (25) and (26) into (24), we obtain

∂

∂λi
F (λ1, . . . , λm) =

m∑
j=1

gj∑
l=1

βijlαjl, (27)

where in the case i ̸= j, l = 1 we have

βij1 = e
− 1

2λj
gi

λj(λj − λi)
, (28)

and in the case i ̸= j, l ̸= 1

βijl = 2gi
e
− 1

2λj

λj − λi

(
1

2l(l − 1)!

1

λlj
+
λj
λi

l−1∑
k=1

(−1)l−k

(
λi

λj − λi

)l−k
1

λkj

1

2k(k − 1)!

)
. (29)

In the case i = j we have

βii1 =
e
− 1

2λi

λ2i

 1

2λi
− 1−

∑
p ̸=i

gpλp
λi − λp

 , (30)

and for l ̸= 1 we have

βiil = e
− 1

2λi
1

λl+1
i

1

2l(l − 1)!

 1

λi
− 2l − 2

∑
p ̸=i

gpλp
λi − λp


− 2e

− 1
2λi

l−1∑
k=1

1

λki

1

2k(k − 1)!
(−1)l−k

∑
p̸=i

gpλ
l−k
p

(λi − λp)l−k+1
.

(31)

For example, to obtain (28), we have to find the coefficient of αji in (24), which is

2e
− 1

2λj
1

λj

1

2
gi

αj1

λj − λi
,

which gives (28).
Hence the procedure of the computation of the entries of the matrix Z1 consists

of four steps:

(i) compute the coefficients αij using formulae (14);

(ii) compute the coefficients βijl using (28), (29), (30) and (31);

(iii) compute ∂
∂λi

F (λ1, . . . , λm) using (27);

(iv) compute (Z1)ij using (23).

This algorithm is numerically unstable in the case in which gi’s are large because the
expression for αigi contains the potential −gi. Since the expression λi − λj appears
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in the denominator of the expressions for αij ’s and βijl’s, if λi is close to λj for some
i ̸= j, the algorithm will also be numerically unstable.

In such cases one can use a Monte Carlo method of numerical integration to
compute the left-hand side of (22). In our case this method is especially simple
and it consists of producing a sequence of 2t-dimensional random vectors x(i) with

normal distribution N(0,Λ) and calculating
∑

i(x
(i)
j )2/∥x(i)∥2, j = 1, . . . , 2t, where

x(i) = (x
(i)
1 , . . . , x

(i)
2t ).

A serious drawback of Monte Carlo method is its slow convergence which is of
the order O(n−1/2).

There also exist so-called quasi-Monte Carlo methods of integration. They need
significantly less iterations, but the computation of quasi-random vectors is much
more involved.

Note that Z can be seen as the function of the matrix K. Also, the matrices Z
and K have the same number of zero eigenvalues.

Example 1. If we take λi = i, i = 1, . . . , 5 and K = diag(λ1, . . . , λ5), then we
obtain Z = diag(0.8105, 0.4258, 0.2887, 0.2183, 0.1756)

Example 2. Let us take K1 = diag(10, 9, . . . , 2, 1, 1, . . . , 1), where the size of K is
100. The Monte-Carlo integration with 106 iterations produces Z=diag(β1, . . . , β100),
where β1 = 0.068770, β2 = 0.062182, β3 = 0.055647, β4 = 0.048532, β5 = 0.041262,
β6 = 0.034278, β7 = 0.027652, β8 = 0.020550, β9 = 0.013740, β10 = · · · = β100
= 0.006900.
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