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Chapter 1

Introduction

1.1 Motivation

In real physical systems, which possess elasticity and mass, vibration is a
typical phenomenon which was widely studied in the past, but also nowadays

this is a widely investigated field.

Vibrations can sometimes be desirable. On the other hand, dangerous vibra-
tions could produce damage or even a breakup of the vibrational system. For
example, dangerous vibrations can lead to a collapse or structural damage of
the bridge. A well known collapse of the bridge happened to the suspension
bridge called Tacoma Narrows Bridge in November, 1940. One recent exam-
ple of dangerous vibration of a bridge happened at the seven kilometer long
bridge over the Volga River (the bridge was opened in 2009). The bridge had
oscillations whose amplitude was reaching 1 meter. Appropriate damping of

a system should be employed in order to prevent dangerous vibrations.

In relation to vibrational systems, damping is a widely studied problem. In
real-world systems, energy is always dissipated by some means and damping
is the dissipation of energy with time or distance. Damping can produce

undesirable effects such as energy waste, noise or heat production. On the
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other hand, damping is also responsible for many important system properties
such as stability, control and that the amplitude of free vibrations, decays to

a negligible value.

There are different types of damping which correspond to different real-world
systems. An overview of various types of damping is presented in [43]. A
mathematical introduction to damped oscillations of linear systems is given
in [55]. There are also many other books that study vibrational systems and
the problem of damping, such as [25; 26; 29; 30; 38; 47].

In terms of different types of damping, in this thesis we will refer to critical
damping, internal damping, passive damping and viscous damping. Viscous
damping is the dissipation of energy which happens when a particle in a vi-
brating system is resisted by a force. This force has a magnitude proportional
to the magnitude of the velocity of the particle and a direction opposite to the
direction of the particle. The main part of the thesis will be efficient determi-
nation of optimal external viscous damping for the given vibrational system.
Critical damping is the minimum viscous damping that will ensure a return of
a displaced system to its initial position without oscillation. Internal damping
is a result of the mechanical energy dissipation within the material as a result

of various microscopic and macroscopic processes.

Figure 1.1 shows a single degree-of-freedom system with a viscous damper.
The differential equation of motion of mass m > 0 with the spring of stiffness
k>0 is

mi + cx + kxr =0,

where ¢ > (0 is viscosity.

The corresponding quadratic eigenvalue problem is
mA2 + e+ k=0,

with roots being equal to

—cE+c? —4km

2m



Chapter 1 Introduction 3

It is well known that the structure od the solution z(t) depends on magni-
tudes of quantities m, c and k (z(t) is the displacement from the equilibrium
position). That is, with respect to the sign of the expression ¢* — 4km we

distinguish three cases:
o 2 — 4km < 0, the system is "weakly damped”,

o ¢ — 4km > 0, the system is "overdamped”,

o ¢ —4km = 0, the system is "critically damped”; in this case there is no

oscillation at the solution x.

Figure 1.1: Single degree-of-freedom system with a viscous damper

In the next section we will set a general problem setting.

1.2 Problem formulation

We consider a mathematical model of a linear vibrational system described

by the system of differential equations:
Mz + Di+ Kz =0, (1.1)

where the matrices M and K (called mass and stiffness, respectively) are real

symmetric positive definite matrices of order n. Matrix

D - Cu‘i‘cem
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represents the damping matrix, where internal damping C\, is a symmetric

positive semidefinite matrix. External viscous damping
Ceat = 1101 + 0205 + -+ - + v, Cy,

is a semidefinite matrix where C; describes a geometry of the corresponding

dampers’ position with corresponding viscosity v; for i =1,..., k.

We will assume that our system is slightly modally damped which is a usual
assumption when considering mechanical systems. Modally damped systems

are characterized by the identity:
MK™'C,=C,K'M. (1.2)

For more details see [35; 38; 55; 59]. In [55] it is also shown that this assump-
tion is a characterization of the systems with internal damping C', such that
triple (M, Cy, K) can be simultaneously diagonalized. Another characteriza-
tion of the systems such that triple (M, C,, K) is simultaneously diagonaliz-

able is given in [1].

More precisely, throughout the thesis we will assume that internal damping

C, is a small multiple of critical damping, that is,
Cu = acCcrita (13>

where critical damping is defined with

Clopit = 2MY2NV M2 K M~1/2 M2, (1.4)

This internal damping was widely used (for example see [14; 39; 50; 51; 53;
59]). Observe that C, defined in Equation (1.3) satisfies congruence condition
(1.2).

For the sake of simplicity, we will use parameter a = 2a.. Moreover, it holds

that ®7C,® = af), where ® is a matrix that simultaneously diagonalizes M
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and K, that is,

PTKP = O? = diag(w?,...,w?) and ®TM®=1.

n

Another internal damping which is also widely used in consideration of me-

chanical systems is the so-called proportional damping (or Rayleigh damping)
Cy=aM + BK. (1.5)

This internal damping also satisfies congruence condition (1.2) and it follows
that ®7C,® = ol + SO2.

Example 1.1. Ezample of a mechanical system, whose mathematical model
is given by (1.1), is an n-mass oscillator or oscillator ladder. Figure 1.2
describes a mechanical system of n masses and n+1 springs with two dampers

of different viscosities. For the mass and the stiffness matrix we have that

M = diag(mq,ma, ..., my), (1.6)
ki + ke  —ko
—ky kot ks —ks
—kn_l kn_l + kn _kn

- kn kn + kn—l—l

where m; > 0 for i =1...,n are the masses and k; > 0 fori=1...,n+1

are stiffnesses.

Recall that the damping matriz is D = Cy + Ceyy, where the internal damping
C., is defined as in (1.3).

Since we will consider two dampers of different viscosities, we have external
damping defined by Cepy = vieiel + vgeje;p for 1 <i < j <n, where e¢; is the
1th canonical basis vector, and vy, ve are viscosities of the damper applied on
the ith and jth mass, respectively. Usually, external damping has a small rank

and in this example the rank of Cey is two.
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my

kn k.

Figure 1.2: n-mass oscillator with two dampers of different viscosity

The system given in Figure 1.2, described by the above matrices M, D and K,
corresponds to a discrete model for a vibrating string and also for a longitudi-

nally vibrating elastic rod. For more details see for example [34].

Equation (1.1) can be transformed to the so-called phase space which yields
a system of the first order differential equations. For that purpose let ® be a
matrix that simultaneously diagonalizes M and K, it holds

PTKP = O = diag(w?,...,w?) and STMO =1. (1.8)

n

Positive numbers wy, wo, . . ., w, are eigenvalues of the undamped system M+

Kx =0, and they are called undamped eigenfrequencies.

Physical background and more details about the matrix ® will be presented

in Section 2.1.1.

Using the substitutions * = ®zg, y1 = Qxe and ys = T we can write

differential equation (1.1) in a phase space as

d | _ 0 Q Y1 (1.9)
dt | y, —-Q —-oTDo Yo '
or 7y = Ay,
where
Q
Al Coy=| . (1.10)
—-Q —dTDd Yo
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For more details see for example [14; 39; 52; 53].

Now, we have the first order differential equation

y = Ay,
with the solution

y(t) = ey, where yocontains the initial data.

For (M, D, K) from our problem it can be shown that the matrix A is (asymp-
totically) stable or Hurwitz, that is, eigenvalues of A are in the left half of the

complex plane, see [48].

In investigation of vibrating systems, we are interested in the following prob-
lem: for a given mass and stiffness we want to determine the "best” (optimal)

damping matrix D which insures optimal evanescence of each component of

y.

This problem requires a certain optimization criterion. One criterion is the
so-called spectral abscissa criterion, which requires that the maximal real part
of the eigenvalues of the corresponding quadratic eigenvalue problem is mini-

mized. More precisely, the spectral abscissa is defined by
w(A) = max Re A,

where )\, is the complex eigenvalue of the corresponding quadratic eigenvalue
problem
(MM +AD + K)x = 0. (1.11)

Then the spectral abscissa criterion is equivalent to minimization of u(A).
For more details about quadratic eigenvalue problem one can see for example
3; 48].
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We will use another criterion which is based on the minimization of the total

energy of the system:
/ Bltyo)dt — min, (1.12)
0

where E(t) is the total energy of the system at given time ¢ (as a sum of

kinetic and potential energy), more precisely
1., . 1
E(t;yo) = 593(15) Mz(t) + ix(t) Kx(t). (1.13)

It can be shown that 2&(t)" Mz(t) + sz (t)" Kz(t) = 1{jy(?)]*

Criterion (1.12) depends on the initial data yo. In order to overcome this
problem, we take the average over all initial states of the unit total energy. It
can be shown [39; 56; 57| that with this averaging our criterion is equivalent
to

trace X —  min, (1.14)

where X is the solution of the Lyapunov equation
AX + XAT = -7 (1.15)

with A as in (1.10). The existence of the unique solution X is ensured with the
stability of the matrix A, see for example [22; 41]. The structure of the matrix
Z determines which part of undamped eigenfrequencies has to be damped and

the structure of the matrix Z has the following form
7 =GG"T. (1.16)

The case when GG = I corresponds to the case when all eigenfrequencies of the
undamped system are damped. If we are interested in damping of just first

s eigenfrequencies of the undamped system (s of them corresponding to the
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critical part), the matrix G will have the following form

(1.17)

o O O M~
O SO o

The structure of Z has been studied in [39].

In [39], it is shown that our criterion (1.14) can be written using the solution

of the so-called dual Lyapunov equation
ATX + XA =—1. (1.18)
Then, criterion (1.14) can be written as

trace XZ — min. (1.19)

Considering the trace and the spectral abscissa criterion, in [59] authors state
that very often optimization with the spectral abscissa criterion gives a similar
result to optimization of the trace. However, they also give an example where
the spectral abscissa may fail. Furthermore, the advantage of criterion (1.14)
is its connection with the total energy of vibration. Also, the criterion with
the trace implies a penalty function that is smooth, which is not the case
for the spectral abscissa criterion, although there is a criterion which uses
smoothed spectral criterion [54]. For more details about the spectral abscissa
criterion see also [24]. Apart from these criterions, in damping optimization
one can also use another criterions. One overview of the criterions with their
descriptions is given in [39]. Criterion (1.14) will be used throughout this

thesis.

The optimization problem (1.14) has been intensively considered in the last
decade. Basically, there are two different approaches. One approach uses a
formula for a corresponding solution of the Lyapunov equation and contrary

to this approach are methods which include numerical approximations.
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Explicit formulae for the trace, for linear vibrational systems with one-dimensional
external damping and without internal damping, are given in [57]. The closest
generalization of this approach is presented in Chapter 5. In [52] authors show
that the trace of a corresponding Lyapunov equation can be represented as a
rational function of viscosity. Moreover, an efficient algorithm which derives a
formula for the trace of the solution of the Lyapunov equation is presented in
paper [50]. In [50], N. Truhar considers the case where external damping has
a rank greater than 1 and includes one viscosity (all dampers have the same

viscosity).

Approaches which include different approximations were also widely studied.
Modal approximations of damped linear systems are presented in [58]. In [53],
authors present an approach that uses an iterative method (ADI method) for
calculation of a low rank approximation of the solution of the corresponding
Lyapunov equation. Approximation of the Lyapunov equation will be consid-

ered in this thesis in approaches which use dimension reduction techniques.

Furthermore, optimal damping was studied in thesis [14] by K. Brabender
and in thesis [39], where I. Naki¢ considers this optimization problem and
gives a generalization of criterion (1.14) to the infinite dimensional case. The
existence and the uniqueness of the global minimum, using criterion (1.14),

was proved in [21].

Damping optimization using criterion (1.14) requires solving the Lyapunov
equation (1.15) numerous times (this will be presented in detail in Section
4.1). On the other hand, for larger n even solving the Lyapunov equation
is very prohibitive. All this together makes the optimization process very
demanding. We will consider different approaches in which our aim will be

acceleration of the optimization process.

The main part of this thesis will be the construction of an efficient method
for determination of optimal damping using dimension reduction. For that
purpose we propose dimension reduction techniques in order to accelerate the
optimization process. Our algorithms for an efficient approximation of opti-

mal damping will be based on this approximation. We also give algorithms
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for an efficient optimization of dampers’ positions. Some of them use heuris-
tical approaches which can be combined with algorithms which use dimension

reduction techniques.

In the last chapter we will consider a case study for systems with a very strong
structure. That is, for a system without internal damping we assume that
the undamped eigenfrequencies wy,ws, . . ., w, (undamped eigenfrequencies are
introduced in (1.8)), are double in pairs; more precisely it holds that w; = ws,
W3 = Wy, ..., Wy_1 = Wy. In this case we present a formula which gives the
solution of the corresponding Lyapunov equation (with an additional linear
system of order § which has to be solved), this then allows us to calculate the
first and the second derivatives of the trace of the solution, with no extra costs.
This one can serve for the efficient trace minimization. This is a generalization
of the result from [57] where the similar explicit formulae for the trace are

given.

Dimension reduction in applications is widely used. Systems with moderate
or large dimension are usually approximated with the systems which have

smaller dimension for the purpose of reducing complexity.

There is a lot of algorithms which use dimension reduction of second-order
systems. Dimension reduction methods were examined using balancing meth-
ods and model reduction techniques in [10; 19; 20; 37; 42]. This problem was
also considered using Krylov-based methods in [4; 6; 36]. Several methods for
dimension reduction were also given in [2; 3; 9]. Besides the dimension re-
duction techniques presented in this thesis, we have considered several model
reduction methods based on the existing approaches (some of them are men-
tioned in the above references). Unfortunately, application of these methods
is not straightforward applicable to our optimization problem. In this thesis

we will consider new approaches.

Some approaches which use dimension reduction with optimization criterion
(1.14) are presented in [59] where authors use frequency cut off and the so-
called modal approximation. Some of these techniques were also studied in

[51] where authors also give a heuristic algorithm for determination of optimal
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positions of dampers. The main disadvantage of these approaches is that there
is no theoretical justification for these approximations, thus we will present

dimension reduction techniques with corresponding error bounds.

1.3 Organization of the thesis

In this section we present an organization of this thesis.

Chapter 2: Optimal damping of all eigenfrequencies using dimension

reduction

This chapter is devoted to a case where all eigenfrequencies of the undamped
system have to be damped. In Section 2.1, we explain the basic idea of di-
mension reduction. We also note the connection of dimension reduction with
physical properties of the system. Generally, our approximation strategy for
the solution of the Lyapunov equation is presented in Section 2.2. For this
approximation we give a corresponding error bound in Section 2.3. Relying on
the approximation and the corresponding error bound we present a method
for calculation of optimal viscosities in Section 2.4. Numerical examples are

presented in Section 2.5. Section 2.6 contains conclusions.

Some results presented in this chapter are also available in [12]:

P. Benner, 7. Tomljanovi¢, and N. Truhar, Dimension reduction for
damping optimization in linear vibrating systems, Z. Angew. Math.
Mech. 91 (2011), no. 3, 179-191, DOI: 10.1002/zamm.201000077.

Chapter 3: Optimal damping of selected eigenfrequencies using di-

mension reduction

In this chapter we are interested in damping of selected undamped eigenfre-
quencies. In Section 3.1, we will present an algorithm for approximation of

the trace of the solution of the Lyapunov equation. The corresponding error
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bound for trace approximation of the solution of the Lyapunov equation is
given in Section 3.2. Using the approximation algorithm, in Section 3.3, we
give an algorithm for approximation of optimal viscosities. A comparison of
the new algorithm with the current standard algorithm for viscosity optimiza-
tion is given in numerical examples in Section 3.4. Conclusions are discussed

in Section 3.5.

Some results presented in Chapter 3 and Section 4.5 are also available in [13]:

P. Benner, Z. Tomljanovi¢, and N. Truhar, Optimal damping of selected
eigenfrequencies using dimension reduction, submitted for publication
in NLAA, 2011.

Chapter 4: Determination of the optimal dampers’ positions

Here we study an efficient calculation of optimal damping which includes opti-
mal viscosities and we are especially interested in optimal dampers’ positions.
In Section 4.1, we present the ”Direct” approach which searches through all
dampers’ positions and two heuristical approaches; the ”Multigrid-like” and
the ”Discrete to continuous” optimization approaches are described in sec-
tions 4.2 and 4.3, respectively. The optimization approach, which combines
dimension reduction techniques with heuristical approaches for position opti-
mization, is given in Section 4.4. The dimension reduction approach can be
applied for determination of the area that contains the optimal dampers’ posi-
tions, which is presented in Section 4.5. Conclusions are presented in Section
4.6.

Some results presented in this chapter are also available in [11], [51]:

P. Benner, Z. Tomljanovi¢, and N. Truhar, Damping optimization in
linear vibrating systems using dimension reduction, accepted for publi-
cation in Proceedings of the 10th International Conference on Vibration

Problems, Prague.
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N. Truhar and Z. Tomljanovi¢, Estimation of optimal damping for me-
chanical vibrating systems, Intl. J. Appl. Math. Mech. 5 (2009), no. 5,
14-26.

Chapter 5: Optimal damping of a system - a case study

This chapter is devoted to the case study of the system with a special structure,
where all undamped eigenfrequencies are double in pairs. That is, w; = wo,
W3 = Wy, ..., Wh_1 = Wy. In Section 5.1, we derive a formula for the so-
lution of the structured Lyapunov equation. Section 5.2 is devoted to trace
minimization using the new formula, whereas Section 5.3 contains numerical
experiments and comparison with existing algorithms. Conclusions are given

in Section 5.4.

Some results presented in this chapter are also available in [49]:

Z. Tomljanovi¢, N. Truhar, and K. Veseli¢, Optimizing a damped sys-
tem - a case study, International Journal of Computer Mathematics 88
(2011), no. 7, 1533-1545, DOI: 10.1080/00207160.2010.521547, 2011
(iFirst).
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Notation

In this thesis we will use the following notation:

trace(X)

the standard 2-norm;

the Frobenius norm;

the Kronecker product;

the matrix with (7, j) element being equal to |a;;|;

the submatrix of A obtained by intersection of rows determined
with vector p and columns determined with vector ¢;

the ith column of matrix A;

the ith row of matrix A;

denotes (d~")7;

the diagonal matrix with diagonal entriesdy, ..., d,;
the vector of integers from 7 to j;

the s-dimensional identity matrix;

the set{z € R: 2z > 0};

the trace of matrix X.

The notations A(p, q), i : j, A(:,4), A(i,:) are taken from MATLAB®.






Chapter 2

Optimal damping of all
eigenfrequencies using

dimension reduction

In this chapter, we will consider the construction of an efficient algorithm for
calculation of optimal damping for the case where all undamped eigenfrequen-

cies have to be damped.

Using the structure of our system:
Mz + Di+ Kz =0, (2.1)

we will derive an approximation of the solution of the corresponding Lya-
punov equation and an error bound for this approximation. Our algorithm
for efficient approximation of optimal damping is based on this approximation.

Numerical results illustrate the effectiveness of our approach.

Since we are interested in damping of all undamped eigenfrequencies, the

17
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matrix Z from Lyapunov equation (1.15) is equal to identity and the corre-

sponding Lyapunov equation is equal to

AX +XAT =1, A=
-Q —9oTDo

0 Q ] , (2.2)

where ® is a matrix which simultaneously diagonalizes pair (M, K), that is,
PTK® = 0? = diag(wi,...,w?) and &M =1.

Matrix D = C, 4+ C.;; is a damping matrix from the system described by
Equation (2.1), where for internal damping we have that ®7C,® = af).

In our approach we construct two truncation matrices (); and ()5 such that
system (2.1) can be approximated with two systems of a smaller dimension.

These systems are

M}ij; + Dyy; + Kly; = 0, (2.3)
where x; = Q;y; and
M} = QI MQ;,
Di = Q] DQ;,

K =QTKQ; fori=1,2.

An n x r matrix @, is a full column rank matrix which will give a reduced
system, such that contribution to the trace of the Lyapunov equation can be
calculated by solving the Lyapunov equation of smaller dimension 2r x 2r (r <
n). Furthermore, matrix @ is an n x (n — r) full column rank matrix, which
will in the linearization form give a block diagonal matrix, thus contribution
to the corresponding trace of the Lyapunov equation of the system can be

calculated by a simple formula.



Chapter 2 Optimal damping of all eigenfrequencies using dimension
reduction 19

2.1 Solving Lyapunov equations using dimen-

sion reduction: basic idea

The structure of the Lyapunov equation has an important impact on dimen-
sion reduction, thus we will first discuss the structure of the considered Lya-

punov equation (2.2).

For this we will need a perfect shuffle permutation matrix. Perfect shuffle
permutation is the permutation that splits a set into 2 piles and interleaves

them. More precisely, it is defined with permutation which maps

2k — 1, k <n,
|_>
2(k—n), k>n,
for k=1,2,...,2n.

After multiplying by perfect shuffle permutation we obtain the following Lya-

punov equation

ApXp+ XpAL =1, (2.4)
where
710 0 T
Ap=Ay+ P P, C=3"C.u®, (2.5)
0 C
A=A 0Ad - DA, A= ], (2.6)
—W; —OaW;

Xp=PTXP.

Our approach uses a simple fact that if C,.,; = 0, then the solution of the
Lyapunov equation (2.4) is given by

~

Xp=X® XD ® X,
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where

~

trace(X;) = (2.7)

2+0z 1
a 2] w

Now, since P is a permutation matrix and C.,; = 0, we can easily calculate

the trace of the Lyapunov equation (2.2). It holds

2
trace X = trace Xp = (— +
a

Moreover, if Ceyy # 0, the matrix Ap from Equation (2.5) has the following

form:
[0 wi 0 0 0 0 0 0
—Ww1 —Qwi1 — C11 0 —C12 0 —C13 0 —C1n
0 0 0 ) 0 0 0 0
0 —cC12 —wy —ow —c2 0 —C23 0 —Can
Ap=| 0 0 0 0 0 ws 0 0
0 —ci13 0 —C23 —w3 —Qws — €33 0 —C3n
0 0 0 0 0 0 0 Wn
L —Cin 0 —Cap, 0 —C3p —Wp  —OwWp
where ¢;; = (C);5, C is given in (2.5). Note that since C.,; is a symmetric

matrix, the matrix C' is also a symmetric matrix.

Let us illustrate our main idea on the following example. If some part of the

matrix C' has "small norm”, then we will approximate A, with ﬁp neglecting

that part. For example, if ||C(:,7+1: n)|| is small, then matrix Ap from (2.5)

will be approximated by

A
0

0
Ago

Ap

, (2.9)

- Cnn_
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where
;{11 = AP(l . 2T, 1 . 2T) and 222 - ,;4\7‘_5,.1 @ ttt @ A\Tw (210)

and A; is defined in (2.6). Using this approximation, the solution of the
Lyapunov equation (2.4) can be approximated by the solution of the Lyapunov
equation

ApXp+ XpAL =1, 2.11
P

where Ap is given by Equation (2.9) and for the solution we have a block

- X
Xp=|"" 01
0 X

The upper block-diagonal part X;; is the solution of the Lyapunov equation

structure

A Xy + X1112q1 =—1, (2.12)
and the lower block-diagonal part is the solution of the
Azs Xon + Xon ALy = 1, (2.13)

due to the block structure of ggg we have that Xy = )?T-f—l G- D )A(n where
X, is from (2.7).

Note that in terms of truncation matrices @;, introduced in Equation (2.3),
the above Lyapunov equations can be obtained using appropriate truncation
matrices (up to the perfect shuffle permutation). That is, the Lyapunov equa-
tion (2.12) can be obtained from the system (2.3) using Q1 = ®(:,1 : r),
while Lyapunov equation (2.13) can be obtained from the system (2.3) using
Q2 = @(:,r+1:n) and setting that [|[C(:,r+1:n)|| =||C(r+1:n,:)|| =0

(which is by our assumption small by the norm).
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Since we are particularly interested in the trace of the solution of the Lyapunov

equation (2.2), using the formula (2.7) we have the following approximation

> 2 « "1
trace X = trace Xp ~ trace Xp = trace X1 + (— + —) Z —,
a 2] S wi

where X7i; is the solution of Equation (2.12). Since we have to solve the
Lyapunov equation with matrices of dimension 2r x 2r (in order to obtain
X11), we can see that the dimension of the reduced system is connected with
the magnitude of the elements in the matrix C', thus in the next subsection
we will show that this is closely related with the structure of the considered

system.

2.1.1 Connection of small elements in damping with the

structure of the matrix ¢

The primary question in this subsection is: when can we expect that the norm

of some part of the matriz C' will be small?

As we have mentioned in the previous section, instead of solving Lyapunov
equation (2.4) we will solve its approximation with matrices of dimension
2r x 2r. The dimension r depends on the magnitude of the absolute values
of the entries of the matrix C = ®7C,,;®. This means that the dimension of
the reduced system (dimension ) is determined by magnitude of elements in
the matrix C' which is closely related to the magnitude of the elements in the

matrix ¢ (which is usually called the modal matrix).

Furthermore, the elements of the matrix ® are closely related to displacements
of the masses at the corresponding modes. Particularly, the ith mode of the
system is determined by the ith column of the matrix . For each mode,
mass displacements are sinusoidal with the same frequency, and the extreme
value of displacement for the ith mode at the kth mass is equal to ®,;. The

ith column of the matrix & is called the ith natural mode (or the ith mode
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shape) and corresponds to the ith natural frequency (or the ith undamped

eigenfrequency). For more details see for example [26; 43].

As an illustrative example consider the mechanical system shown in Figure 1.2.
If we add one damper at position k with viscosity v (thus the second viscosity
vy = 0). This means that C = ®7C,,,® = v®Terel ® and ¢;; = vPr;Pr; where
Gij = (P)ij-

On the other hand, the first part of Figure 2.1 shows the corresponding un-
damped system in the equilibrium stage. The second part presents the system
with displacements which corresponds to the ith mode. From this part we can
conclude that if some masses are larger than the others, the corresponding dis-
placements will be smaller. That justifies our assumption that some entries of
the matrix C' will be small, indeed since ¢;; = voy¢y; for small ¢p; and ¢y,
c¢;; will be small, too. As a small illustration which also testifies our assump-
tion, we consider the system from Figure 2.1 with 5 masses (n = 5) and the

following configuration:

m1:1,m2:5,m3:10,m4:30,m5:50;

]{lel,lzl,,(;

For this configuration the mass and the stiffness matrix are:

~—

Y

M = diag(1, 5,10, 30, 50

2 -1 0 0 O
-1 2 -1 0 O
K=|0 -1 2 -1 0
o o0 -1 2 -1
o o0 0 -1 2
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Figure 2.1: Displacements for the ith mode are shown at their extreme

values

It is easy to calculate that

—3.6751-1072 —5.6613-10"2 1.2451-10~% —2.1099-10"! —9.6717-10~!
—7.3017-1072 —1.1008-10"*  2.3254-107* —3.45-1071 1.1334- 1071
® = | —1.0445-10"1 —-1.3298-10"! 1.8664-10"! 1.9114-107! —5.9166-1073
—1.2206- 1071 —8.2029-10"2 —1.0634-10"1 —-1.9926-10"2 9.6196-10~°
—9.1207-1072  1.0559-107! 2.3022-1072 1.1441-107%  —9.2621-107

Now, we can calculate the matrix C' for the given damper’s position. For
example, let the damper’s position be at position 5, that is &k = 5 and viscosity
v = 100. Then we have:

C =100 dTesel ®
8.3187-107' —9.6309-10"% —2.0997-10"! —1.0435-10"2 8.4477-10°°
—9.6309 - 10! 1.1150 2.4309-10~! 1.2081-10"2  —9.7802-10~°
= | —2.0997-10"' 2.4309-10! 5.2999 - 102 2.6339-1073% —2.1323-106
—1.0435-1072 1.2081-1072 2.6339-1073 1.3090-10~* —1.0597-10~"
8.4477-107% —9.7802-10"6 —2.1323-107¢ —1.0597-10~7 8.5787-10"!!

We can see that in the above matrix C' we have elements small by magnitude,

and this effect is even bigger for larger dimensions.
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Based on the ideas presented in Section 2.1, in the next section, we will show
how one can find an approximate solution of the Lyapunov equation (2.2) in

general.

2.2 Solving Lyapunov equations using dimen-

sion reduction: general case

In this section we will present an algorithm for the approximation of the

solution of the Lyapunov equation (2.2) in a general case.

Let p € N7 be a vector of indices for which n—r is the maximal (7 is minimal)
dimension such that ||C(p, :)||r is less than or equal to some tolerance tol. The
vector of indices p € N” is chosen such that pUp = {1,2,...,n}. Then we
define the vector w € N with w(z) = p(i) fori = 1,...,r and w(i) = p(i — )

fore=r+1,...,n.

Instead of Lyapunov equation (2.4) we add additional permutation matrix P

and solve the following Lyapunov equation

PTApPXp+ XpPTALP = —1 (2.14)

where for solution )?p it holds that )?p = PTXpP and the matrix P is the
permutation such that P(: ,2i — 1 : 2i) = I(:,w(2i — 1) : w(2)) for i =
1,2,...,n. Moreover, with such permutation 15, the matrix }A)TAPIB has the

following structure:

) Wa(1) e 0 0 1
—Wu(1)  TMWe(1) T Co(w(1) 0 —Cu(1)w(n)
Ap=PTApP = : : . : :
0 0 ce 0 ww(n)
| 0 —Cu(1)w(n) T TWu(n) T Wu(n) ~ Cu(n)w(n) ]

(215)
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Since P is the permutation matrix, it holds that trace X p = trace X, where
X is the solution of (2.2) and X p is the solution of the Lyapunov equation
(2.14).

Now, with additional permutation P we have ensured the same structure
needed in Section 2.1. Thus, we can use a similar approach, which includes
neglecting of diagonal blocks ”small by the norm”. That is, approximation of

the Lyapunov equation can be obtained from the following Lyapunov equation
ApXp+ XpAL = 1,
where

Ap = (2.16)

;{11 0 . AVH = ;{p(l 21,1 2r),
with . -
0 A A = Ap1) @ -+ D Aptn—r),

and A; is defined by (2.6) while Ap is given by (2.15).

Then, approximation of the solution of the Lyapunov equation (2.2) is given

by
- X
Koo |t O
0 X

Here X1, and X, are the solutions of the Lyapunov equations

ApnXn + Xll;ﬁq =1, (2.17)
Ao X + ngﬁfz =1, (2.18)

respectively. Solution of Equation (2.18) is given by Xy = )A(ﬁ(rﬂ) D - ~EB)A(p(n)
where matrices )?Z are from (2.7). Thus, the trace of Xsy can be obtained by
a close formula for which we need O(n — r) flops, while for X;; we need to

solve the Lyapunov equation with matrices of dimension 2r x 2r.

Similarly to Section 2.1, Lyapunov equation (2.17) can be obtained from the
system (2.3) using an appropriate truncation matrix. Equation (2.17) corre-

sponds to the Lyapunov equation which is obtained from the reduced system
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(2.3) using the truncation matrix Q1 = ®(:,p). Now Xy is the solution
which corresponds to the Lyapunov equation obtained from the system (2.3)
using Q2 = ®(:,p) and setting ||C(:,D)|| = ||C(p,:)|| = 0 (in our approach the

corresponding part of the matrix C' is small by the norm).

Since we are interested in the trace of the solution of the Lyapunov equation
(2.2) or (2.14), we have

~ 2 a) e 1
trace X = trace Xp = trace Xy + (a + 5) ; wﬁ(i), (2.19)

where X1, is the solution of the Lyapunov equation (2.17).

As can be seen from Equation (2.19), the approximation of the trace X is
obtained by summing the trace of the solution of the Lyapunov equation
(2.17) obtained from the reduced system and the trace of the solution of
the Lyapunov equation (2.18) (here we have used formula (2.7)). From the
computational point of view, the most expensive part is solving the Lyapunov
equation (2.17). By summarizing, we have reduced the problem of solving a
2n x 2n Lyapunov equation to the problem of solving a Lyapunov equation of
dimension 2r X 2r. In this sense the parameter r will be called the reduced

dimension. The resulting method is presented in Algorithm 2.2.1.

Note that in the optimization process for viscosity optimization we only need
the trace X instead of the solution X. Thus, for viscosity optimization, in-
stead of Steps 5 and 6 of Algorithm 2.2.1 we will use the formula trace X =
trace Xq1 4+ (2 + %) >

=1 wpgi)

In the following section we will derive an error bound for the approximation
of the solution of the Lyapunov equation (2.2) obtained by the previous algo-

rithm.
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Algorithm 2.2.1 (Approximation of the solution of the Lyapunov equation
(2.2))
Input: «, tol;
® such that ®TK® = O? = diag(w?,...,w?) and DT M = [;
C' — contains information about the dampers’ positions and viscosities.
Output: X (C)
1: Determine minimal r and vector p € N"" such that ||C(p,:)||r < tol,

1=1,...,n—r.
2: Determine vector p € N” such that pUp = {1,2,...,n}.
3: Qr = diag(wp(l), Wp(2)s - - - ,wp(,,)).

4: Calculate X1, where

0 Q,

AnXy + XuAf, =1, An= —Q, —aQ — Cp,p)|

5 Xp= X1 @ X%(TH) DD )A(ﬁ(n), where )?Z is given in (2.7).

6: X(C)= PPXpPTPT where the matrix P is the perfect shuffle permuta-
tion and the permutation matrix P is introduced in (2.14).

2.3 Error bound

Since Algorithm 2.2.1 gives an approximation of the solution X of the Lya-
punov equation (2.14), we are interested in the error bound for this approxi-
mation. For that purpose consider the Lyapunov equation (2.14) in the par-

titioned form

Ay eE X1 X X1 Xio Aﬂ el
+ =1,
€ET A22 Xsz X22 XlTQ X22 €ET AgZ
A E X1 X
where A = o , X = oo , €= ||A||r and B = 1 - Ap,.
eET Ay XL Xy [Ar2]F
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By equalizing the corresponding blocks we obtain

AHXH + XllAfl = —I-— €(EX1T2 + X12ET), (220)
ApXog + X9 A3y = —I —e(ET X1y + XLE), (2.21)
A11X12 + XlZAgQ = —E(EXQQ + XllE)- (222)

Since equations (2.20) — (2.22) can be considered as perturbed Sylvester equa-
tions, we will need a perturbation bound for Sylvester equations of the form
AX —XB=C.

For our purpose we will use one from [32; 33]: let
(A+AA) (X +AX)— (X +AX)(B+AB)=C+ AC
be a perturbed equation. Then the following bound holds

IAX |7 < VBIPH[ (e + B)IX 7 + )7, (2.23)

, while a,

where 7) — ]®A—BT®I and n = max{ HAélnF7 HABHF7 HAg”F

[ and v are scaling factors as in [33]. Usually one uses a = | A||r, 8 = || B||F,

and 7 = ||C||r, but some other constants for «, 5 and « can be used as well.

Note that
I[P~ = sep(A, B)™, (2.24)

where sep(A, B) is the separation of matrices A and B defined as

. |AX — XB||r
sep(A, B) = min )
Pl B) =i T,

First, we will derive the bound for the solution X5 of the Sylvester equation
(2.22). In our case we have A;; = 12[11 and Agy = /122 + A Ay with g22 and
Ay given in (2.16) and

AAQQ :A\p(Q’l"—Fl : n,2r+1 : TL) —1122,
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where Ap is defined as in (2.15). Note that there is no perturbation in the
matrix Ay, thus AA;; = 0. Since € is small, Equation (2.22) is a perturbation
of the equation

ApnXio+ )?1211;2 =0,

with solution Xi5 = 0. Using the bound (2.23) one can obtain a bound for

> . AA EXoo+X11 E :
X1p = Xio + AXp with 1y = max{””g QT|”F, le€ ”J; uB)lle }, where 7 is an
22||F

arbitrarily small constant (since the right hand side of Equation (2.22) is zero):
it holds

1 X12llr = |AX 2|l < V3| P my,

where P, = I ® Ay; + Ags ® I. Since |E||r = 1, using the triangle inequality

we have

< [AAg|lr || Xoollr + || Xullr
n < max — ,E )
| Agz || v

Setting ~ small enough yields

<e | Xoo||F + ||X11||F’
Y

T
thus we obtain

[ Xiollr = [ Xi2 + AXio|lr = |AX2]lr < VI PT([ X2 ]l + | X0 2)e.
(2.25)

Furthermore, we will derive a relative perturbation bound for the Lyapunov
equation (2.20). Note that Equation (2.20) can be considered as a perturbation
of the Lyapunov equation A;; Xy, + X1 AL = —1 with X1y = X1 + AXy,.
Since there is no perturbation in Ay, in (2.23) we set « = f = 0 and v =
|I||F = +/n. Then (2.23) yields

1AX e < VB3I le(EXD + X E)|
< 2V3||P [ X2l pe, (2.26)

WhereP2:I®A11—|—A11®I.
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Now, from (2.24), (2.25) and (2.26) it follows

|AX |7 1 1 )
< — g”. 2.27
[ X0l + 1 Xo2llr = sep(Aqy, —AL) sep(Air, —Af;) (2:27)

Similarly, one can obtain the relative perturbation bound for the Lyapunov
equation (2.21). Let Equation (2.21) be the perturbed equation related to
Aoy X oo —l—)?ggggz = —1I, where X9y = Xg9 + AXyy. Here a = B = ||/ng||p and
v = /n, thus from Equation (2.23) it follows

1AXo[lr < V3|2 (2l Al #l| Xoallw + /1) s, (2.28)
where P = [®g22_‘_g22®] and 7, = max { ||E422”||F’ ||€(ETX12:’XT2E)”F } Since
22||F
|E||r = 1, using the triangle inequality we have
AA 2X
N2 < max | — 22||F,5|| 12l . (2.29)
[ Azl 7 v

From (2.25) it follows that || X ;2| r is bounded by an O(e) term, thus for small
e it yields

HAA22||F 2Xwallp | _ |AAn|F
[ Asllr V7 [ A2 ||

Now, (2.28) can be written in the form

[AX s |r < V3|[P (2] Xoallr + =22—) | AAss| .

Az ||

In order to express the previous bound in a relative form, divide the above

equation by || Xas|| and express ||P; || in terms of sep, then we have

|AX | F NG NG
< ~ _ __vn_
||)?22||F — sep(Ag2,—AL) 2+ | A2z |7 [| Xa2| ||AA22||F (2'30)

Note that ||)?22|| r and ||;Igg|| r are easy to calculate since Xy and A,y are

block diagonal matrices with 2 x 2 blocks on their diagonals which can be



Chapter 2 Optimal damping of all eigenfrequencies using dimension
32 reduction

expressed by analytic formulas.

To sum up, we obtain an error bound for the solution of the Lyapunov equation
(2.14) computed by Algorithm 2.2.1. As we are interested in the trace, we only
provide the bounds for the diagonal blocks of the solution.

Theorem 2.3.1. With Ayy, which is given in Algorithm 2.2.1, Agy = fAlﬁ(l) &)
e @ ﬁﬁ(n_r), AAsp = C(P,D), and X (i = 1,2) being the exact solu-
tions of equations (2.20), (2.21), X, their approzimations computed by Al-
gorithm 2.2.1, the error matrices AX;; = Xy — )?“ satisfy

[AXy[[r < 1 1 2

6 _ =3 2.31
[Xullr + [ X2llr = sep(Ayr, —AL) sep(Aur, —Af) (231)
AX AA
12 Xnr 5 1A 22“11T o4 V1 . (2.32)
[ X2 sep(Agz, —A3,) [ Az || 7| Xoz]| F

where € = ||C(p,P)||r and the vectors D and p are calculated in Steps 1 and 2
of Algorithm 2.2.1, respectively.

In bound (2.32) we can use that || Xa||p = %\/(6 + 5 +a?) > wl_)_(i).

The right-hand sides in (2.31) and (2.32) thus also provide the desired, though
conservative, bounds for the traces computed using the approximate Lya-
punov solution rather than the exact ones. These bounds do not account
for numerical errors made due to roundoff during the actual computations in
finite-precision arithmetic, but if the analytical formula (2.7) is used for X;,
Xj; is computed by a numerically stable algorithm like the Bartels-Stewart
method [5; 45] or Hammarling method [28], and ¢ is significantly larger than
machine precision (which will usually be the case in applications), then the

bounds (2.31) and (2.32) will dominate the numerical errors by far.

To make the bounds (2.31) and (2.32) operable we must estimate sep(-,-).
More about estimation of the separation can be found in [17; 22; 27; 46]. A
survey of condition number estimation can be found in [31]. In [17], for the
estimation of sep(A, B), one must solve a Sylvester equation with coefficient

matrices A and B. For solving this Sylvester or Lyapunov equation with
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standard solvers (for example, the Bartels-Stewart algorithm [5]), the main
costs are the calculation of Schur decompositions. In our case, we need Schur
decompositions of matrices A;; and g22. The Schur decompositions of 222
can be calculated easily since 222 is a block diagonal matrix which does not
depend on external damping (thus in the optimization process this must be
calculated only once). The Schur decompositions of the matrix A;; have
already been obtained since in the calculation of the approximation of the
solution we have already solved Lyapunov equations with matrices A{;. The
availability of Schur decompositions cannot be utilized using the Lyapunov
solvers in the MATLAB Control System Toolbox™, but this is possible, for
example in SLICOT (Subroutine Library In Control Theory') [44] and the
SLICOT Basic Systems and Control Toolbox for MATLAB [7]. Employing
the Schur decomposition usually accelerates the Lyapunov solver by a factor
of 5 or more. Furthermore, in the estimation of the separation, the block
diagonal structure of ggg can be used, too. Thus, separation estimation can

be done efficiently.

In the following section we will propose an algorithm which uses these error

bounds in the determination of optimal viscosity for given dampers’ positions.

2.4 Calculation of the optimal viscosities

The algorithm for calculation of the optimal viscosities calculates the trace
approximation using Algorithm 2.2.1. In the algorithm for viscosity optimiza-
tion we check whether reduced dimension is good for a given accuracy. In
order to check this efficiently we will use the new error bounds (2.31) and
(2.32).

During the optimization process we do not check the error bounds, except
when we determine suboptimal viscosity. Then we calculate the error bounds

(2.31) and (2.32), and if the errors are small enough, we stop the optimization

!See http://www.slicot.org.
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process (then our suboptimal viscosity is close to optimal) or if errors are too
large, we repeat the optimization process with a smaller tolerance, that is,
with a larger reduced dimension r. All this is included in Algorithm 2.4.1. In

Algorithm 2.4.1 parameter u stands for machine precision.

Algorithm 2.4.1 (Computation of optimal viscosity at given damper posi-
tions)

Input: a, k > 1;
dyi,ds, ..., dr — dampers’ positions;
® — such that ®TK® = Q? = diag(w?,...,w?) and PTM® = I;
e1, €2 — the tolerances for the bounds (2.31) and (2.32), respectively;
tolsare — the starting tolerance for Algorithm 2.2.1;
¢; — a constant for scaling a tolerance (¢; < 1).
Output: Optimal viscosities vy, ..., Ug.
1: tol = tolggre
2: while tol > k-u do
3:  Find suboptimal viscosities with an optimization algorithm, in the opti-

mization process calculate the trace X (vy, ..., v;) using Algorithm 2.2.1
with tolerance tol, and denote them with vy, ..., 0.

4:  Calculate the right-hand sides of the bounds (2.31) and (2.32) for sub-
optimal viscosities vy, ..., U, and denote them by b; and bs, resp.

5 if by < g1 and by < 5 then

6: return optimal viscosities vy, ..., U

7 break

8: else

9 tol = ¢; - tol

10:  end if

11: end while

Note that in Step 3, each time we start the optimization process for deter-
mining optimal viscosities. Moreover, in order to accelerate the optimization
process our algorithm should use the information of suboptimal viscosities ob-
tained in the previous step. For example, if we optimize with the Nelder-Mead
method (as in the MATLAB function fminsearch, see for example [40]) in
Step 3, then in the optimization process the starting values are the subopti-
mal viscosities obtained in the previous step, except for the first time when we
take some fixed starting viscosities. Similarly, we can adopt our optimization

process if we optimize with the Brent method (as in the MATLAB function
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fminbnd see for example [15]). The application of the optimization method

will be illustrated in the example in the next section.

2.5 Numerical experiments

In this section we will compare the application of the new algorithm for vis-
cosity optimization using dimension reduction with the same optimization
method without dimension reduction, based on the Bartels-Stewart Lyapunov

solver. For that purpose we will consider the following example.

Example 2.1. Consider the mechanical system shown in Figure 2.2 with two
dampers of the same viscosity and 3d + 1 masses, consisting of three rows of
masses with d+ 1 springs. Each row has springs of the same stiffness equal to
k1, ko, k3, respectively. On the left-hand side, rows of the springs are connected
to the fized base, and on the right-hand side they are connected to the last mass

(msqs1), which is connected to the fized base with the spring with stiffness ky.

my M3gr1

k -
?Eﬂmw w /
/] /
/ /
; Mgs1 Moy 1 ks ;
/
/] Mo ks V.
; ks ks ks ;
;Wf\/\---J\r[%;_ /

v

Figure 2.2: 3d 4 1 mass oscillator
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The mathematical model for the considered vibrational system is given by equa-

tion M + Di + Kx = 0, where the mass matriz is
M = diag(mq,ma, ..., my).

The stiffness matrixz is defined as

K —RK1
K. _
K — 22 K9 ’
Kss —R3
—H{ —Iﬁg —Iﬁg k1+k2+k3+/{34
where
_2 ;) _
0
-1 2 -1 )
Ki = ki L omi= ||, =123
0
-1 2 -1
ki
-1 2

In this example we will consider the following configuration

d =500, n=3d+1=1501;
mk:k, kzl,...,n;

]{31 - 1, ]{32 - 50, ]{?3 - 100, k’4 = 200.

Our example has two dampers with the same viscosity v. Thus the damping

matrix is equal to
D =C,+ Cey, where Copy = veieiT + vejejr, Cy, =0.005 - Copit,

where C.,.; is critical damping given in (1.3).

Since the considered optimization process is extremely demanding, instead of

performing complete optimization (consisting of all dampers’ positions) we
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will relax the problem. We will compare our algorithm with the standard
algorithm without dimension reduction on the equidistant mesh of dampers’
positions:

1=1:70:n, j=14+5:70:n,

where 7 is the position of the first damper and j is the position of the second

damper, which results in 253 different positions.

In this example, we have two dampers of the same viscosity. Thus in Step 3
of Algorithm 2.4.1, for the optimization process, we will use the MATLAB
function fminbnd with termination tolerances for the viscosity and for the

function values equal to 1074

Furthermore, in our application we have noticed that in Algorithm 2.4.1, if
we set €1 = g9 = 0.2, then the relative errors for the approximation are good

enough (relative errors are presented in Figure 2.3).

We have used the following configuration in Algorithm 2.4.1:

a. = 0.005; tolsiars = 3-1075;
cp =0.2; k=107,

The optimization process with fminbnd begins in the interval [107%,103]. Once
we have obtained the suboptimal viscosity U, (in Step 3 of Algorithm 2.4.1),
we check the error bounds in Step 5 of Algorithm 2.4.1. If the error bounds
are small enough, the optimization process will be terminated (the suboptimal
viscosity is then close enough to the optimal one). On the other hand, if the
errors are not small enough, we continue with the process with the interval

[Vopt — Vopt * Ps Uopt + Uopt - D], where we set p = 0.01.

Note that if fminbnd finds a suboptimal viscosity v, at one of the interval
boundaries, we will expand the interval around v,,;, that is, we will restart

the optimization process in the interval [Unps — Uopt = Py Vopt + Vopt - D)-
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In the following figures we have plotted data which corresponds to 100 small-
est traces sorted by magnitude. The first result corresponds to the optimal

position (the position which corresponds to the smallest trace).

Figure 2.3 shows relative errors for the optimal viscosity and the optimal trace.
Relative errors for the trace are calculated using | trace X — trace X |/ trace X,
where trace X is the optimal trace for the given position obtained with the
algorithm without dimension reduction, and trace X is the approximation of
the optimal trace calculated with Algorithm 2.2.1. Similarly, relative errors
for the optimal viscosity are calculated by |Uppt — Vopt|/Vopt, Where U,y is the
optimal viscosity obtained by Algorithm 2.4.1 and v, is the exact optimal

viscosity obtained by optimization without dimension reduction.

Both algorithms (with and without dimension reduction) obtain the same op-
timal damper position (7, 7) = (211,426). According to the algorithm without
dimension reduction, the optimal viscosity at this position is 32.75013 with
the corresponding trace 2990313.07995, while with Algorithm 2.4.1 we obtain
32.74978 for the viscosity and 2990322.73886 for the trace.

% relative error for the optimal viscosity
O relative error for trace at the optimal viscosity
10’ I I I I I I

X
X X X
X ><>< X X X X
X X X
O D X O
X XO»XOXXX ><><x><o><
Q% SOXX N Ox

10
10° - (i 5k » X K X %

10-10 L

-12 i i

10 1 1 1 1 1 1
30 40 50 60 70 80
Number of dampers sorted by magnitude of the trace

Figure 2.3: Relative errors
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In the optimization process with the MATLAB function fminbnd, tolerances
were equal to 1074, thus relative errors in Figure 2.3 are given in terms of
tolerances for the optimization process. For all these results the while loop in
Algorithm 2.4.1 just needed two iterations in order to satisfy inequalities in
Step 5.

Reduced dimension r varies during the optimization process and Figure 2.4
shows the percentage of dimension reduction (calculated by = - 100) at the
optimal viscosity obtained when computing the 100 smallest traces. Each
point in Figure 2.4 corresponds to such tolerance tol in Algorithm 2.4.1 that

the inequalities in Step 5. of Algorithm 2.4.1 are satisfied.

We can see that the reduced dimension varies from 27 % to 86 % of the start-
ing dimension. It is important to note that at the positions which have the
smallest traces, the reduced dimension is the best. This is good because in
calculating the optimal dampers’ position with some heuristic we must calcu-
late the optimal viscosity in a large number of dampers’ positions which are
close to the optimal damper position. Heuristics for determination of optimal
damping (dampers’ positions and corresponding viscosities) will be presented
in Chapter 4.

In order to demonstrate how much the reduced dimension accelerates the op-
timization process, in Figure 2.5 we show the time ratio for calculating the
optimal viscosity at given dampers’ positions with Algorithm 2.4.1 and by the
algorithm without dimension reduction. These times were calculated using an
Intel(R) Core(TM) i7 CPU 920 with 12GB of RAM and 8 MB cache. From
Figure 2.5 we can see that near the optimal trace, the new algorithm is about
15 times faster than the one without dimension reduction. If we are interested
in the total time needed for calculating the optimal viscosities at the 100 small-
est traces, then the algorithm without dimension reduction has needed 94.7
hours, while the algorithm with dimension reduction would needed 45.8 hours
for the whole optimization process. Although for many positions the times
are comparable or only a slight acceleration is observed, there are numerous

instances where significant time savings are achieved, so that altogether, a
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Figure 2.4: Reduced dimension

considerably shorter computation time for the whole optimization process is

achieved.

Also, as we have mentioned above, at the positions which have the smallest
traces the time ratio is better than in the other positions. Because of that, in
calculating the optimal dampers’ positions with some heuristic (for example
some introduced in Chapter 4), we must calculate optimal viscosity in a large
number of dampers’ positions which are close to the optimal damper position

and this will altogether accelerate the optimization process more.

In the next section we will consider the case of damping of selected eigenfre-
quencies, which will result in more significant acceleration of the optimization

process.

2.6 Conclusions

Since the optimization process is extremely demanding, in this chapter we have

suggested a dimension reduction technique that can significantly accelerate the
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computation of traces. The idea is based on exploiting the structure of the
coefficient matrices of the resulting Lyapunov equations and considering the
terms introduced by damping as perturbations. Error bounds obtained from
perturbation theory then guide us to those parts of the matrix that can be
neglected so that parts of the trace calculation can then be obtained from
analytical formulas and only a Lyapunov equation of much smaller size needs
to be solved. Numerical experiments confirm the ability of this approximation
technique to accelerate the optimization process significantly while ensuring
that we still find the optima. In this chapter we have considered only the case
when all undamped eigenfrequencies have to be damped and results which
include damping of selected undamped eigenfrequencies will be presented in

the following chapter.






Chapter 3

Optimal damping of selected
eigenfrequencies using

dimension reduction

In this chapter we will consider the case where selected undamped eigenfre-
quencies have to be damped. Matrix Z, that determines which part of eigen-
frequencies has to be damped, is equal to Z = GGT. Since we are interested
in damping selected eigenfrequencies, that is, we are interested in damping of
just the s (s < n) eigenfrequencies of the undamped system (s of them which

correspond to the critical part), the matrix G has the following form

I, 0

0 0
G = 3.1
0 L (3.1)

0 0

The corresponding Lyapunov equation is equal to
T T 0 Q
AX + XA = -GG, A= ) (3.2)
—-Q —®TD®

43
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Recall that matrix ¢ is a matrix that simultaneously diagonalizes M and K,
that is
PTKP = O = diag(w?,...,w?) and STMO =1. (3.3)

For the internal damping C,, it holds that ®7C,® = o) and D = C,, + C.yy,
where C,,; describes external damping. With the above matrix G we will

damp undamped eigenfrequencies wy, ws, . . ., ws.

The main idea in this chapter is similar to the approach described in Chapter
2 where damping of the whole undamped spectrum was considered. The same
approach as in Chapter 2 is possible, but this will not use all the benefit of
the structure of the right-hand side of Equation (3.2). Particularly, if s < n,
where 2s is the rank of G from (3.1), we can use the structure of the system
more efficiently. Hence, the goal of this chapter is to derive a new error bound
for the trace of the solution of the Lyapunov equation (3.2) and to construct

a corresponding efficient numerical algorithm for the trace approximation.

Using the structure of our system
Mi+ D+ Kx =0, (3.4)

first we will derive an approximation of the trace of the solution of the Lya-
punov equation (3.2) and a corresponding error bound for the approximation.
Our algorithm for approximation of optimal damping will employ this ap-
proximation in order to efficiently determine optimal viscosities. Also, for
structured systems using this approach we can efficiently determine the area
where optimal dampers’ positions are located, which will be presented in Sec-

tion 4.5. Numerical results illustrate the efficiency of our approaches.

Similarly to the Chapter 2, here we construct one truncation matrices () such
that system (3.4) can be approximated with following system of smaller di-
mension

Myjj+ Dy + Ky =0, (3.5)
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where z = Qy and

M, = QTMQJ
D, = QTDQv
K, =QTKQ.

Matrix @) is an n x r matrix with full column rank. From the above reduced
system we can derive a corresponding Lyapunov equation (of smaller dimen-
sion 2r x 2r (r < n)) from which we can obtain an approximation for the trace

of the solution of the Lyapunov equation.

3.1 Approximating the trace of the solution

of the Lyapunov equation

In this section we will present an algorithm which calculates an approximation
of the trace of the solution of the structured Lyapunov equation (3.2). For that
purpose, similarly to Section 2.1 , we apply the perfect shuffle permutation

matrix P, which yields the Lyapunov equation

ApXp+ XpAL = —PTGGT P, (3.6)
with Ap = PTAP and Xp = PTX P, where A is given in Equation (3.2) and
G is given in Equation (3.1).

Our approach is based on dimension reduction of the Lyapunov equation (3.6).
That is, we will construct an approximation of the Lyapunov equation (3.6)

as follows:
ApXp+ XpAL = —GpGE,

where G = PTG and A p is approximated by

Ay 0
0 Ay

Ap =
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Now we will describe the construction of gll, 222 in more details. For this,
we will need the additional permutation matrix P which will bring up the

dominant part of the damping matrix D to the upper block diagonal part.

Recall that the given damper positions and corresponding viscosities are in-
cluded in the matrix C' = ®7C,,,®, where ® is given in (3.3).

Let the vectors p € N” and p € N"™" be chosen such that the following

conditions hold:

i) pU]_?:{]‘?Q""’n};

ii) p is the vector of indices of dimension s+ 3, where the first s correspond
to the eigenfrequencies which have to be damped, and the s closest

indices;

iii) p and p are the vectors of indices such that max;; |C(p(i), p(j))| < tol,

for a given tolerance tol.

The vectors p € N” and p € N*7" should be chosen such that r is as small as
possible for given parameters s, s and tol. A strategy for determining p € N”
and p € N will be discussed below.

The vector w € N™ is defined by w(i) = p(i) fori =1,...,rand w(i) = p(i—r)

forio=r+1,...,n.

Now, instead of the Lyapunov equation (3.2), we solve the permuted Lyapunov
equation

PTPTAPPXp + XpPTPTATPP = —GGT, (3.7)
where Xp = PTXpP, G = PTPTG, the matrix P is the perfect shuffle

permutation matrix and P=1 (:,w) ® I,. Note that for these permutations
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[0 W) e 0 0 |
~ —Wu(1) —OWu(1) = Co(w() " 0 —Cw(1)w(n)
AP - )
0 . 0 Was(n)
i —Cw(1)w(n) T W) —Wa(n) ~ Co(n)w(n)
where
Ap = PTPTAPP. (3.8)

Since P and P are permutation matrices, it holds that trace X p = trace X,

where X is the solution of Equation (3.2).

We are interested in dimension reduction which will allow us to solve the
approximated Lyapunov equation of smaller dimension instead of solving the
Lyapunov equation (3.7). The approximated Lyapunov equation will have the

following form:

ApXp+ XpAL = —GGT, (3.9)
where _
and

Ay = A\p(l :2r,1:2r) and Agy = A\p(27’ +1:2n,2r+1:2n),

where Ap is given in Equation (3.8). Because of the block structure of Ap and
T

G = Lo O} , the approximation of the solution of the Lyapunov equation
(3.7) is given by

- X 0

Xp = ,

where X; is the solution of the Lyapunov equation

1111)?11 + )’Ellg{l - —ééT (310)
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with G = G(1 : 2r,2).

Since Xp is the approximation of the solution X of the Lyapunov equation
(3.7) we can use it for the trace approximation. This approximation will be
obtained by solving a Lyapunov equation of dimension 2r x 2r, thus we will

call the parameter r the reduced dimension.

Note that the reduced dimension will be smaller if the matrix C' has more ele-
ments small by magnitude. The matrix C' is obtained from the corresponding
rows of the matrix ® from (3.3), which is explained in Section 2.1.1. Thus,
the structure of the matrix ® is related to the magnitude of the elements of
the matrix C.

Now we will present Algorithm 3.1.1 for the construction of vectors p and p.

Algorithm 3.1.1 (construction of p and p)

Input: tol;
vi, Ciyi=1,...,k,— (C; describes the geometry of the ith damper position
with viscosity v;);
Uy, U, ..., Us, — S indices of those eigenfrequencies which have to be
damped;
Uy, Us, ..., Uz — S indices of the eigenfrequencies closest to the eigenfre-
quencies which have to be damped.
Output: p, p
T p= [Ul,UQ, .. .,us,ﬂl,ﬁg, .. ,ag]
Determine vector p such that pUp ={1,2,...,n}.
T=1
C = @T(vlCl + 1)202 +--- 4 ’Uka)(I)
while T=1 do R
C = C(p,p) and M = max;; |C; ;.
if M > tol then
Determine indices iy, jo such that M = |C; j,| (ensuring that jy is
not used before and i is index which is element of p).
p=1[p; jol-
10: Determine the vector p such that pUp = {1,2,...,n}.
11: else
12: T=0
13:  end if
14: end while

©
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We like to emphasize that in Algorithm 3.1.1, the indices uq,Uo,. .., us are
included in vector p in order to obtain a better approximation of the eigenfre-
quencies which are closest to the eigenfrequencies to be damped. Furthermore,
numerical experiments suggest that 5 should be around 1 — 4% of the dimen-

sion n.

Besides the indices determining the eigenfrequencies to be damped and their
closest neighbors, the algorithm chooses the indices to be included in the ap-
proximation (3.9) of the Lyapunov equation (3.6) by ensuring that all elements
of the matrix C' to be omitted are smaller than the chosen tolerance tol. Note
that we use the term max; ; |C(p(7),p(j))| < tol since our error bound will
be given in the absolute terms. On the other hand, one can use the relative
terms, such as |C(p(i),p(7))| < tol||C||, then error bound should be also in

the relative terms.

Once we obtain the vectors p and p we can introduce Algorithm 3.1.2 for

calculating the trace approximation.

Remark 3.1.1. Approximation of the trace of the Lyapunov equation cal-
culated with Algorithm 3.1.2 corresponds to the trace of the solution of the
Lyapunov equation which is obtained from the reduced system (3.5) using the
truncation matriz QQ = ®(:,p) where ® is defined in (3.3) and p is calculated
with Algorithm 3.1.1.

Remark 3.1.2. Note that in our approximation algorithm we have assumed
that internal damping is defined as in (1.3-1.4) but this algorithm can be easily
extended to the proportional damping defined in (1.5) or to general case where
system is modally damped (C, is diagonalized by matrix ®). This is also the

case for the dimension reduction described in Chapter 2.

The question is: how accurate is Algorithm 3.1.27 The following section

provides an error bound for the approximation given by Algorithm 3.1.2.
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Algorithm 3.1.2 (Approximation of the trace of the solution of the Lyapunov

equation (3.2))

Input: a, ® — such that T K® = O? = diag(w?,...,w?) and ®TM® = I,
v, Cy, 1 = 1,...)k, — (C; describes the geometry of the ith damper
position with viscosity v;);
p(1),p(2),...,p(s) — indices of the eigenfrequencies which have to be
damped;

s — number of additional indices which are needed for Algorithm 3.1.1;
tol — tolerance needed for Algorithm 3.1.1.
Output: trace X (C)
1: Determine vectors p € N*™" and p € N” using Algorithm 3.1.1.
2: Q. = diag(wp(l), Wp(2)s - - - ,wp(r))
3: C = <I>T(v101 +vCy+ -+ kak)<I>
4: Calculate X1, where

~ 0 Q
T _  AAT _ pT r
Allel + X11A11 = GG s All P —Qr —OzQT, . C(p,p) P,
G= [IQS O}T, P is the perfect shuffle permutation matrix.

5: trace X (C) =~ trace X1;.

3.2 Error bound

Consider the partitioned form of permuted Lyapunov equation (3.7):

All A12 Xll X12 + Xll X12 Aﬂ A12 :—GéT (3 11)
AT, Ag| | XTE Xo XT Xo| |AT, AL ’
where
_ All A12 X: Xll X12 (3 12)
Ay Ap|’ Xfy Xoo| .

~ N T
The matrix G has rank 2s and has the form G = []23 O} , where s < r
( r is the reduced dimension and according to our approximation algorithm
dll’Il(AH) =2r 2 25)
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Equation (3.11) can be considered as the perturbed equation of

Ay 0 | |Xn X Xn Xip| |45 0 PN
. o S+ SO | =-GGT. (313)
For the sequel, we define
~ A11 0 o )’le )?12
NS R
22 12 22

Note that )?12 =0, )222 =0 and )211 is the solution of the equation
AH)/ZH + )/ZHA{l == —ééT, (315)

where G = G(1 : 2r,1 : 25). Observe that in Algorithm 3.1.2 we solve Equa-

tion (3.13) instead of (3.11), thus we are interested in the error bound for

| trace (X) — trace(X1)|
trace(X) ’

(3.16)

where X is the solution of (3.11) and X, is the solution of (3.15).

Our error bound will be based on the results from [18], where the authors

considered the Sylvester equation
AX - XB=C, (3.17)
perturbed such that

(A+ AA)(X + AX) — (X + AX)(B+AB) = C + AC.

As one can find in [18], the first order approximation for a change in a scalar

function g with respect to perturbations is given by

9(X(0)) —g(X(n)| = >

dg
—1In|. 1
= (3.8
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First we need to say that we consider X as a perturbation of X =: X (0)
with respect to a parameter 1 and that we are merely interested in the scalar
function trace(X) rather than X itself.

The approximation (3.18) corresponds to a first order approximation using
Taylor expansion and the perturbation 7 determines the absolute change of
the corresponding elements of the solution X (0). When the perturbation 7 is
small (|n| < e, Vn) we have

9(X(0) — g(X() S 3 j—i (3.19)

Let a;; = (A);j, bij = (B)ij, ¢ij = (C');; be the entries of A, B, C, respectively.
A bound for 3 |Z—g\ from (3.19), which is independent of the perturbation 7,
is given in [18, (33)] with

Z Z_i‘ S trace(|‘/\|T|Ct|) + Z ‘ Za'ji)\ikxjk‘ + Z ‘ Z sz)\k]l']ﬂ‘
ik ij  k

= trace(|A|"|C]) + > [ajil[(AX)i] + Y 1b5|[(AX) ], (3.20)

1,J 1,J

where A is the solution of the Sylvester equation

dg
ATA — ABT = 9.
dx

For the error bound (3.16), the scalar function g from (3.19) is g(X) = trace X.

Using that dtr%)glx) = AT (see for example [23]) it yields that

dg _ dtrace(X) 7
dax —  dx

Hence, in our case we have to calculate A from the equation

ATA + AA=1T.
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As one can see from Equation (3.14), matrix A has block diagonal form, which

means that A is block diagonal matrix of the form

All 0
0 A

, (3.21)

where the diagonal blocks of A are the solutions of the following Lyapunov
equations
AT A+ A AL =1, (3.22)

AL Aoy + App Ay = 1.
Further we will show that we can bound (3.16) using only Ay;.

From (3.19) and (3.20) with ¢g(X) = trace(X) it follows that

| trace (X) — trace(X1)| S

S 5<tf‘dce(|/\|T|@@T\) + > [aul | (AX )y + > @iH(A)Nf)ji\)’ (3.23)

i,J i,J
where ¢ satisfies |(A12);;] <€, Vi, 7, (ﬁ)w = a;; and X are given in (3.14).

Note that the vector p from Algorithms 3.1.1 and 3.1.2 determines the per-
mutations such that the elements of A;5 are small by absolute value (they are

smaller than tolerance tol), which means that ¢ will be small, too.

Now, we can state the following theorem.

Theorem 3.2.1. Let vectors p, p be determined by Algorithm 3.1.1. Let X
be the exact solution of (3.11) with approxzimation X1, computed by Algorithm
3.1.2, and let Ay be the solution of (3.22). For ¢ = max;; |C(p,D)|, if € is
small enough it holds

| trace (X) — trace(X1,)] €

- S = (trace(|A11|T|ééT|)
trace(X1;) trace(X11)

2r 2r
+ 3 gl (A X))yl + |aji||(A11X11)ji‘>v (3.24)

1,7=1 1,7=1
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where (A11)ij = a;; and Ay is determined by Algorithm 3.1.2.

Proof. The local first-order bound (3.24) is obtained directly from the local
first-order bound (3.23), using the block structure of A defined in (3.21) and
X defined in (3.14). O

Note that € from the right-hand side of the above error bound, in the terms
of Algorithms 3.1.1 and 3.1.2, is equal to ¢ = max; ; |C(p(¢),p(j))|. Also, this
error bound now includes the structure of the right-hand side (A1; is multiplied

with the right hand side of the Lyapunov equation), and the structure of A.

Since _ ~
| trace (X) — trace(Xy;)| _ [trace (X) — trace(Xy)|

trace(X) ~ trace()?n)

Y

we will use the bound (3.24) as an estimate for the relative error given in
(3.16).

For calculating the upper error bound (3.24), we need to solve the Lyapunov
equations (3.15) and (3.22) which have dimension 27 x 2r (the same matrix Aj;

determines the Lyapunov equation), which makes this bound easy to calculate.

3.3 An algorithm for the approximation of op-

timal viscosities

We will present an algorithm which calculates an approximation of the optimal

viscosities using Algorithm 3.1.2 and the error bound (3.24).

In the optimization process we do not check the error bound for each approx-
imation. When we determine a suboptimal viscosity we calculate the error
bound (3.24) and if the error is small enough we stop the optimization pro-
cess (then our suboptimal viscosities are expected to be close to the optimal

ones). On the other hand, if the error is too large we repeat the optimization
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process with a smaller tolerance, that is, we increase the reduced dimension

r.

In Algorithm 3.3.1 we present an algorithm for calculation of the optimal vis-
cosity at given dampers’ positions. Each time we start a new optimization pro-
cess for determination of the optimal viscosities in Step 4 of Algorithm 3.3.1,
thus in order to accelerate the optimization process, our algorithm should use
the information of suboptimal viscosities obtained in the previous step. This
means that if we optimize with the Nelder-Mead method in Step 4 of Al-
gorithm 3.3.1, first time we take some fixed starting viscosities v{, 3, ... v),
then in every other step of the optimization process the starting values are the
suboptimal viscosities obtained from the previous step. In Algorithm 3.3.1,

the parameter u denotes the machine precision.

Remark 3.3.1. Note that the reduced dimension r changes during the vis-
cosity optimization. Because of that, in optimizing with Nelder-Mead algo-
rithm, we have noticed some technical details which can improve numerical
performance of our method. In order to improve convergence of our opti-
mization algorithm we do not need to recalculate vectors p and p each time
(in Step 1 of Algorithm 3.1.2), that is, in procedure of viscosity optimization
by Nelder-Mead algorithm if viscosities are changed for just small percentage
(e.g. smaller than 10%) we can use the same vectors p and p. Furthermore,
when the reduced dimension is changed during the optimization process, it is
good to ensure that all points in corresponding simplex, correspond to the same

reduced dimension.

3.4 Numerical experiments

In this section we will present examples which compare the new algorithm for
viscosity optimization using dimension reduction with the same optimization
method without dimension reduction. In these examples Lyapunov equa-

tions have been solved by the Bartels-Stewart Lyapunov solver implemented
in MATLAB function lyap.
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Algorithm 3.3.1 (Computing optimal viscosities at given dampers’ posi-
tions)

Input: a, k > 1;

® — such that ®TK® = Q? = diag(w?,...,w?) and T M = I;
p(1),p(2),...,p(s) —indices of eigenfrequencies which have to be damped;
s — number of additional indices which are needed for Algorithm 3.1.1;

¢ — the tolerance for the relative error bound (3.24);

tolgq.rs — the starting tolerance for viscosity optimization;

c1 — a positive constant for scaling a tolerance (¢; < 1);

09,09, ... v? — starting viscosities for the optimization process;
dy,ds, ..., dr — dampers’ position at which viscosity should be optimized.
Output: Optimal viscosities vy, ..., U
1: tol = tolggre
2: 0y =00, 0y =09, ... U = 0
3: while tol > k-u do
4:  Calculate new suboptimal viscosities using an optimization algorithm
(e.g. Nelder-Mead), based on Algorithm 3.1.2 for calculation of the
trace X (vy, ..., vx) with starting points vy, vs, . . ., U and tolerance tol.
5. Calculate the right-hand side of the bounds (3.24) at suboptimal vis-
cosities vy, ..., Uk, and denote it by 7.
6: if n <e then
7 return optimal viscosities are vy, ..., Uy
8: break
9: else
10: tol = ¢; - tol
11:  end if
12: end while

Example 3.1. We will consider an n-mass oscillator or oscillator ladder with

two dampers, shown in Figure 3.1, which describes the mechanical system of n

masses and n + 1 springs with stiffness being equal to k. Recall that, for such

a mechanical system the mathematical model is given by Mi + Di + Kx =0
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where for the mass and stiffness matrices we have that

M = diag(m17m27 s 7mn)7

The damping matrix is
D =Cy+ Cey, where the internal damping C, is defined as in (1.3).

Since we will consider two dampers of different viscosity, the external damping

is defined by Ceay = viese] + vaeje] , where 1 <i < j <n.

We will consider the following configuration

n = 1600;
m; =120 — (i—1)/5, i=1,...,100; (3.25)
m; =1, ©=101,...,n;

k=4.

We would like to damp all the eigenfrequencies of the undamped system, which

are smaller than 0.005 by magnitude. Thus, for the above configuration, we

\Eml : £y

Figure 3.1: n-mass oscillator with two dampers
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obtain s = 34 (s determines the matrix G from (3.1)).

Recall that considered optimization process is extremely demanding, because
it requires solving the Lyapunov equation (3.2) numerous times (for more
details see Chapter 4). Thus, instead of performing optimization over all
dampers’ positions (which is described by Algorithm 4.1.1), we will compare
the new algorithm with the standard algorithm (optimization without dimen-

sion reduction) on the equidistant mesh of dampers’ positions
i=51:50:n, j=i+51:50:n (3.26)

which will give 465 different dampers’ positions. Furthermore, for the purpose
of better illustration of obtained results, we will restrict our comparison on

the data which corresponds to the 99 smallest traces (sorted by magnitude).

We have used the following configuration in Algorithm 3.3.1 (the undamped

eigenfrequencies are sorted such that w; < wy < -+ < wy):

a. = 0.001; k= 10%;
p(i) =4, 1=1,...,s; S = 60;
e=0.1; tolgars = 0.002;
c1 = 0.5; v? =09 = 50.

For the viscosity optimization we have used the Nelder-Mead algorithm [40]
implemented in MATLAB function fminsearch. The termination tolerance
for the function value is 0.1 and the termination tolerance for the optimization
variable is set to 0.001. Note that these tolerances are absolute, thus they are
appropriate for our optimization since the function values is around 10® and

optimal viscosities vary from 10 to 1000.

With both algorithms (with and without dimension reduction) we obtain
the same optimal positions (with respect to the mesh given by configura-
tion (3.26)) and these are the positions (i,j) = (651, 1352) with the opti-
mal viscosities (vy,v2) = (107.03009, 150.49333) while the optimal trace is
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trace(X (v1,v9)) = 993 067.32851.

Figures 3.2-3.4 present comparisons between results obtained with the new al-

gorithm with dimension reduction and with the standard approach (algorithm

without dimension reduction). As we have mentioned above, we have plotted

the data which corresponds to the 99 smallest traces sorted by magnitude.

The first data point corresponds to the optimal position which is given above,

that is the position which corresponds to the smallest trace.

Figure 3.2 shows the relative errors for the optimal trace at the given dampers’

positions. The relative errors for the trace are calculated using |trace X —

trace )211| / trace X, where trace X is the optimal trace for the given position

obtained with the algorithm without dimension reduction, and trace )2'11 is

the approximation of the optimal trace calculated by Algorithm 3.3.1.
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Figure 3.2: Relative error for the trace

100

Figure 3.3 shows the relative errors for the optimal viscosities (first and second
~opt

viscosity). The relative error for ith viscosity (i = 1,2) is calculated as |

v,

o] Juf? ) where T is the ith optimal viscosity obtained by Algorithm 3.3.1

t
and v;”

dimension reduction.

is the ith exact optimal viscosity obtained by optimization without
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Figure 3.3: Relative errors for the optimal viscosities

Dimension of the reduced system varies in optimization procedure thus we
present time ratio for this example. In Figure 3.4 we compare the times
required by each of the algorithms. This figure shows the time ratio for cal-
culating the optimal viscosities at given dampers’ positions using the new
algorithm and using the algorithm without dimension reduction. Times were
calculated using an Intel(R) Core(TM) i7 CPU 920 with 12GB of RAM and

8 MB cache.

For example, at the optimal dampers’ positions, the algorithm without dimen-
sion reduction have needed 5.726 hours to calculate optimal viscosities while
the new algorithm have only needed 0.42 minutes on the same computer. This
means that the new algorithm is faster by a factor of 818. From Figure 3.4 we
can also see that there are numerous positions with similar time ratio which

in global give much shorter time for computation.

Following example illustrates similar performance of the dimension reduction

approach on the example with three rows of masses.
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Example 3.2. We will consider vibrational system which is described in Fx-

ample 2.1 (see Figure 2.2). Recall that the damping matriz is
D =Cy+ Cey, where the internal damping C, is defined as in (1.3).

Since we will consider two dampers of different viscosity we have that external

damping is defined by Cep = vie;e] + vaeje], where 1 < i < j <mn.
In Example 3.2 we will consider the following configuration:

d =400, n=3d+1=1201;
by =1, ky=20, ky=40, ky=50.

Similarly to the previous example we would like to damp all the eigenfrequen-
cies of the undamped system, which are smaller than 0.005 by magnitude.
For the above configuration this implies that s = 14, where s determines the

matrix G from Equation (3.1).
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Figure 3.4: time ratio
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For the sake of comparison, instead of performing viscosity optimization in
all dampers’ positions, we will compare the new algorithm with the standard

algorithm on the equidistant mesh of dampers’ positions
1=34:50:n, j=1+33:100:n (3.27)

which will gives 144 different dampers’ positions. As in the previous example,
for the purpose of better illustration of obtained results we will restrict our
comparison on the data which corresponds to the 79 smallest traces (sorted

by magnitude).

We have used the following configuration in Algorithm 3.3.1 (the undamped

eigenfrequencies are sorted such that w; < ws < -+ < wy):

a. = 0.002; k= 10%
p(i)=4d,1=1,...,s; s = 30;
e=0.1; tolgqre = 0.005;
c1 = 0.5; v = vy = 50.

Like in the previous example, viscosity was optimized with MATLAB function
fminsearch, with the same tolerances (0.1 is the termination tolerance for

function value and 0.001 for the optimization variable).

With both algorithms (with and without dimension reduction) we obtain the
same optimal position (at mesh given by (3.27)) and this is the position
(1,7) = (84,517) with optimal viscosities (vi,v9) = (16.52987,149.93077),
at this position optimal trace is trace(X (vq,v2)) = 706 752.97633.

Figures 3.5-3.7 present comparison between results obtained with the new
algorithm and the standard approach. In these figures we have plotted the
data which corresponds to the 79 smallest traces sorted by magnitude. The
first data point corresponds to the optimal position which is given above, these

positions correspond to the smallest trace.
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Relative errors for optimal trace at the given dampers’ positions are shown
in Figure 3.5. Similarly as in the previous example, the relative errors for
the trace are calculated using | trace X — trace X11|/ trace X, where trace X is
the optimal trace for the given position obtained with the algorithm without
dimension reduction, and trace Xy is the approximation of the optimal trace
calculated by Algorithm 3.3.1.
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Figure 3.5: Relative error for the trace

Similarly, Figure 3.6 shows the relative errors for the first and the second
optimal viscosity. The relative error for ith viscosity (i = 1, 2) is calculated as

-

v o', where TP is the ith optimal viscosity obtained by Algorithm
3.3.1 and v is the ith exact optimal viscosity obtained by optimization

without dimension reduction.

Figure 3.7 shows the time ratio for calculating the optimal viscosities at given
dampers’ positions using the new algorithm and using the algorithm without
dimension reduction. Times were calculated using an Intel(R) Core(TM)2
Duo CPU E7300, 2.00 GB of RAM.

For example, at the optimal dampers’ positions, the algorithm without dimen-

sion reduction have needed 3.809 hours to calculate optimal viscosities while
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the new algorithm is faster by a factor of 709.33. From Figure 3.7 we can see
that there are numerous positions with similar time ratio which in global give

much shorter time for computation.

Remark 3.4.1. From the above numerical examples, we can conclude that in
the case of damping of the selected eigenfrequencies (see Figures 3.4 and 3.7),
the time ratio is much better than in the case of damping of all eigenfrequencies
(see Figure 2.5). We have expected this effect, because of the small rank of the
right-hand side of the Lyapunov equation (3.2), which has strong influence on
the solution of the corresponding Lyapunov equation. Note that, the decay in
the magnitude, of the diagonal elements of our solution of the corresponding
Lyapunov equation, is much stronger if the right-hand side of the Lyapunov

equation has small rank.
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Figure 3.6: Relative errors for the optimal viscosities
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3.5 Conclusions

Damping optimization in a mechanical vibrating system is a very demanding
problem due to the numerous Lyapunov equations which have to be solved.
In this chapter, we have considered the case when just a certain part of the
spectrum has to be damped (the critical part). In this case, the right-hand side
of the considered Lyapunov equation has a small rank, thus we propose a new
algorithm for dimension reduction which uses this property and also exploits
the structure of the system. An error bound obtained from perturbation
theory is employed to determine which part of the matrix can be neglected
in order to have a good approximation of the trace by solving a Lyapunov
equation of much smaller size. Numerical experiments confirm the efficiency
of the new algorithm for viscosity optimization, which considerably accelerates
the optimization process, while ensuring that we still find the optima within

the limit of tolerance.
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Chapter 4

Determination of the optimal

dampers’ positions

Throughout this thesis we try to determine optimal damping. In this chapter
we will present results on determination of optimal damping which includes
optimal dampers’ positions as well as corresponding viscosities.

Let the external damping is given by

T T T
Cewt = Uleileil -+ U26i2€i2 + -t vkeikeik (41)
where 4;, 7 = 1,...,k corresponds with dampers’ positions with viscosities

vj, j = 1,..., k. It yields directly from Equation (4.1) that it is sufficient
to find optimal positions such that 1 < i1 < iy < ... < i < n. Since we
are interested in determination of the optimal dampers’ positions and viscosi-
ties, we will use a new notation for the trace X which is now the function
of dampers’ positions (i1, ...,4) and corresponding viscosities (vy, ..., vg).
Thus, let X(C(vy,...,vx;01,...,1)) be the solution of the Lyapunov equa-

tion

AX(C(’Ul,...,Uk;il,...,ik)) —|—X(C(U1,...,’Uk;’il,...,ik)) AT = —Z, (42)

67
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where (iy,...,7;) are dampers’ positions and (vy,...,v;) corresponding vis-
cosities. Similarly to previous chapters, the matrix Z determines which part

of the undamped eigenfrequencies has to be damped. Matrix A is equal to

0 Q
A= . , _ , (4.3)
—Q —ad®' Coiy® — C(v1, ..., Uk 01, oy 0g)
where
Clur, ..., v i1, ... i) = T Copy® = ®T (vies, €] + voese] + -+ + vkeikei)q)
(4.4)

and @ is the matrix which simultaneously diagonalizes the pair (M, K).

For a given mass matrix M, stiffness matrix K, internal damping C, and k
dampers, we are interested in determination of the optimal positions and cor-
responding viscosities such that the total energy of the system is minimal. In
this chapter by total energy we imply the total energy used in criterion (1.14).
Recall that total energy is obtained in the Introduction with described averag-
ing. In terms of new notations, the total energy for given viscosities (v1, ..., vg)
and dampers’ positions (i1, ..., 1) is equal to trace X (C'(vy, ..., Ug; i1, .-, 0k))

obtained as the trace of the solution of the Lyapunov equation (4.2).
Then, the optimal viscosities and dampers’ positions are given by

(o, oA i) = argmin trace X(C(vy, ..., Ui i1, - k)

1<iy <ig<...<ip<n
(i1s--ig) ENF
(V1 5eees vk)GRi

If we consider k different dampers with the same viscosity, then for external
damping we have C,,; = v(e,-le%p1 +e;, 6;7’;4—' e, ei), and let the corresponding

solution of the Lyapunov equation be X (C(v;iq,...,1)).

In the next section we will present main difficulties in the process of damping

optimization.
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4.1 Optimization of dampers’ positions

This section will be mainly devoted to the calculation of the optimal dampers’
positions. The problem of determining optimal damping is extremely de-
manding, because numerous Lyapunov equations have to be solved. We will
illustrate the complexity of damping optimization on an n-mass oscillator pre-
sented in Example 1.1 with n masses, n + 1 springs (see Figure 1.2) and two
dampers of the same viscosity. The optimization problem includes determina-
tion of the optimal positions i, j and viscosity v, such that trace(X (C(v;i,7))
is minimal. Recall that external damping is given by:

T
70

Copr = vesel + veje 1<i<j<n. (4.5)
This damping optimization with 2 dampers of the same viscosity leads to
the problem of discrete optimization over n(n — 1)/2 different positions. One
approach to determination of optimal dampers’ positions is the ”Direct” ap-
proach, which includes viscosity optimization for all positions for the configu-
ration (4.5), then the optimal positions are these positions which correspond
to minimal trace X. Thus, if we use the ”Direct” approach, then for each
configuration of dampers’ positions we have to calculate optimal viscosity and
for this we need to solve Lyapunov equations of dimension 2n x 2n around 15
times (for the dampers of the same viscosity). This means that for external
damping defined in (4.5), for example if n = 1000, we have to solve more than

7 million Lyapunov equations with matrices of dimension 2000.

On the other hand, for systems with larger dimensions, even solving Lyapunov
equations with direct solvers (such as Bartels-Stewart algorithm) becomes very
demanding. This can be accelerated with algorithms based on iterative solvers
like ADI methods (for example see [8; 53; 60]). Still there is a large number
of Lyapunov equations which have to be solved, and this makes optimization

very demanding.

Generally, the ”Direct” approach for determination of the optimal dampers’

positions and corresponding viscosities is given in Algorithm 4.1.1.
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Algorithm 4.1.1 ( ”Direct” approach for determination of optimal damping)

1: for; =1:ndo

2 fori2:i1+1:nd0

3:

4: for i, =i_1+1:ndo

5 calculate optimal viscosities

(.. o) = argmin trace X (C(vy, ..., Vi1, ..,01))

(v1,...,vk)6Ri

6: calculate trace X (C'(v{™, ..., v iy, ... ix))

7 end for

8:

9: end for

10: end for

11: Optimal positions 7, ... i?" are the positions that correspond to the

minimal value calculated in Step 6 (corresponding viscosities are the op-
timal ones).

As described above, efficient determination of optimal damping is very de-
manding due to numerous Lyapunov equations which have to be solved. Fur-
thermore, this problem is demanding since our penalty function, which has to
be minimized, has many local minima. In order to illustrate difficulties, which

arise in the optimization process, we will consider the following example.

Example 4.1. Consider the n-mass oscillator from Fxample 1.1 with the

following configuration.:

n = 400;

5
mi =500+ (101 —4), for i=1,...,100;

m; =5-4, for i=101,...,n; (4.6)
D =0.001- Ceit + Cepy, where Cepyy is given by (1.3);

T

Cemt = Ueielr + vese;, 1 <1< ] < n.

In this example our aim is to damp all undamped eigenfrequencies, thus s = n.
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In Figure 4.1 and 4.2 we have presented the function
(i, 7) — min trace(X (C(v;i,7)))

for i, 7 such that 1 <i < j < n. Matrix X(C(v;1,7)) is defined in Equation
(4.2) and the trace of the matrix X (C(v;i, 7)) represents the total energy of
the system at the optimal viscosity for the position (i,7). Figure 4.1 shows
a surface plot where the first damper’s position ¢ is represented on the x-
axis, the second damper’s position j is represented on the y-axis while z-axis
represents the value of the plotted function. Contour plot of the same function
is presented in Figure 4.2. From these figures it can be seen that our penalty

function has many local minima (where some of them are very close).

In Figure 4.2 the black circle represents the optimal position obtained by the
"Direct” approach described in Algorithm 4.1.1. This corresponds to the posi-
tion (4, 7) = (115, 280) with corresponding optimal viscosity 144.93268, which
yields to the trace of the Lyapunov equation trace(X (C'(144.93268; 115, 280)) =
1995 235.75057. It is important to note that if we sort the minimal total en-
ergies (at given dampers’ positions), by the magnitude, we will see that 36
of them are close to the optimal one since the relative error (with respect
to optimal) is less then 0.005. These 36 positions are plotted in Figure 4.2
using a blue dots. Optimal viscosity at each position was calculated using the
MATLAB function fminbnd with termination tolerances for the viscosity and
for the function values equal to 107 (this will give relative error which is less
than 107'%). Note that for Algorithm 4.1.1 we have needed to solve 1195278

Lyapunov equations.

In the next section we will show that for some cases, even with the ”Direct”

approach, we can efficiently determine optimal damping.
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Figure 4.1: Surface plot of the function (7, ) +— min trace(X (C(v;1,j)))
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4.1.1 Determination of optimal damping for a

one-dimensional case

In this section we will consider the case of damping where the trace of the
Lyapunov equation is given by a formula, thus viscosity optimization can
be performed very efficiently. We are interested in optimal damping of a
system without internal damping (C, = 0) and with one damper that yields
to a damping matrix D which is the rank 1 matrix (thus we call it a one-
dimensional case). Then in Algorithm 4.1.1 we have to find an optimal position
1 which requires n viscosity optimizations that have to be calculated in Step
5 of Algorithm 4.1.1.

This can be done very efficiently by using the formula for the trace of the
corresponding Lyapunov equation, for more details see [14; 57]. Then the

optimal viscosity can be calculated with a simple formula

trace(X (v)) = ¢ + % + by (4.7)
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where v is viscosity which has to be optimized, X (v) is the corresponding
Lyapunov solution and a,b > 0 and c are constants depending on M, K only.

Now, the optimal viscosity v,y is given by

Vopt = \/% (4.8)

If we damp all undamped eigenfrequencies, with internal damping being equal

to zero, for the above mentioned parameters a, b and ¢ from [14, Lema 4.3] it
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yields
"2
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From the above, we can conclude that optimization in Step 5 of Algorithm
4.1.1 can be calculated very efficiently. This makes even the ”Direct” approach
applicable for moderate dimensions (where dimension n is few thousands and

a simultaneous diagonalization of a pair (M, K) can be performed).

Example 4.2. We will illustrate optimization using a formula and the ”Di-
rect” approach to an n-mass oscillator introduced in Example 3.1 (the system
is giwen in Figure 3.1). We will use the same configuration for masses and
stiffnesses given in (3.25). Our aim is to apply results from [57], thus we
take internal damping to be zero (C,, = 0). Furthermore, we have one damper
giving that the damping matriz is defined with D = ve;el. In this ezample,
we will damp all the undamped eigenfrequencies which means that the matriz
Z from Equation (4.2) is equal to identity.

We will use Algorithm 4.1.1 for determination of optimal viscosity and damp-
er’s position. In Step 5 and 6 we use formula (4.8) for calculation of optimal
viscosity v, and the corresponding trace is given by Equation (4.7). Using
this algorithm we will obtain that the optimal viscosity is equal to 335.39265
and the optimal damper’s position is equal to 90. The trace of the Lyapunov
equation for optimal damping is equal to 1.24291 - 10°. Instead of using Al-
gorithm 4.1.1, we can accelerate the optimization process using heuristic that

will be presented in the next section.

One generalization of the optimization problem with two dampers of the same

viscosity will be considered in Section 4.6, where we will give a similar, but
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much more complicated formula for the trace of the Lyapunov equation. This
formula is not explicit, as in a one-dimensional case described above, since an
additional linear system has to be solved for each calculation of the trace of
the Lyapunov equation. In the case of two dampers’ positions, the number of
different positions is larger and then the ”Direct” approach can be accelerated

with a heuristic which will be introduced in the following section.

Since generally the ”Direct” approach is computationally very demanding,
we will propose approaches where some of them rely on heuristics that effi-
ciently calculate the approximation of optimal damping. The first one is the

”Multigrid-like” approach which is introduced in the next section.

4.2 The ”Multigrid-like” optimization
approach

In this section we will present the ”Multigrid-like” heuristic for the determi-
nation of the optimal dampers’ positions. One version of this algorithm is also

given in [51].

The basic idea of the ”Multigrid-like” approach is that we first calculate op-
timal viscosities for some grid of the dampers’ positions, that is sparsely dis-
tributed over the set of admissible dampers’ positions. Then, around the best

positions we refine the grid and continue searching for the optimal positions.

Before we describe our ideas in detail we will introduce some notations. Let
dy be the step that determines how fine the first grid will be (the first grid is
defined in Steps 1 to 4 of Algorithm 4.2.1). Similarly, let dy be the parameter
which determines the second grid (the second grid is defined in Steps 12 to 15
of Algorithm 4.2.1). The ”Multigrid-like” approach is presented in Algorithm
4.2.1.

In Algorithm 4.2.1, in Steps 12 to 15, we have min and max terms in order to

ensure that 1 <1y < iy < n.
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Algorithm 4.2.1 (”Multigrid like” approach for determination of optimal
damping)
Input: di, d; — parameters that determine the first and the second grid;
Output: Optimal dampers’ positions 7, ..., i"" and optimal viscosities
o
: foriy =1+dy:dy :ndo

for io =1, +dy :dy : ndo

fOI‘ Zn—lk 1—|—d2 dl n do
calculate optimal viscosities
(v, o) = argmin trace X (C(vy, ..., Vi1, .. .,01))
(vl,...,vk)GRk
calculate trace X (C(vi¥, ... v 0y, ..., i)

end for

end for

10: end for

11: Denote positions that correspond to the minimal value calculated in Step
6 with (i, ... Zk)

12: for iy = max{zl —dy, 1} : mln{zl + d2,n} do

13:  for iy = max{zz —dg, i1+ 1} : mm{w + dy, n} do

14:

15: for Iy = max{zk_l —dy,ig—q + 1} mln{zk_l + dy,n} do

16: calculate optimal viscosities

(v, o) = argmin trace X (C(vy, ..., v i1, ..., 01))

(vl,...,vk)GRk

17: calculate trace X (C(v{¥, ... v 0y, . .., i)

18: end for

19: N

20:  end for

21: end for

22: Optimal positions i, ... %" are the positions that correspond to the

minimal value calculated in Step 17 (corresponding viscosities are the
optimal ones).
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Remark 4.2.1. Optimal parameters d, and do should be determined in order
to reduce the number of equations which have to be solved. For the sake of

determination of optimal parameters di and ds, we suppose the following:

e at giwen damper positions we have a constant number of evaluations in
order to determine optimal viscosity (usually this number does not vary

too much);

e we take that dy = |pq - di|, where py is a ratio that determines dy in

terms of dy, for example pg = %;

A~

e suppose that (iy,. .. ,?k) s not too close to the edge of the area where
optimization is performed. This assumption is in order to estimate the

number of evaluations needed for generating the second mesh.

Now, for a given number of masses n, a number of dampers k£ and pg, we
can determine d; such that a number of function evaluations is minimal. For
configuration (4.6), this will give that d, = 13 and dy = 8.

Example 4.3. In order to show the advantage of the ”Multigrid-like” opti-
mization approach we will compare this method with the approach that uses
the ”Direct” approach defined in Algorithm 4.1.1. For that purpose we will

again consider Example 4.1.

Using Remark 4.2.1, for pg = 2/3 we will obtain that di = 13 and dy = 8.
At given dampers’ positions optimal viscosity was calculated using the MAT-
LAB function fminbnd with termination tolerances for viscosity and for func-
tion values equal to 10~*. With the ”Multigrid-like” optimization approach we
needed 1128/ of function evaluations, which is less than 1% of the total number
of evaluations needed in the ”Direct” approach. An optimal position using the
Multigrid-like optimization approach is equal to (101,299) and that is not so
close to the optimal one. However, this is the one of the local minima whose
total energy is close to the optimal total energy, that is, the relative error for
the corresponding trace is equal to 0.001894. Moreover, if we sort local min-

ima by magnitude of the total energy, then, this optimal position corresponds
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to the 4th smallest energy. Note that the total number of positions is equal to
79800.

In Figure 4.3 we have illustrated optimal values and grids generated during
the optimization process. More precisely, the optimal position calculated by
Algorithm 4.1.1 was denoted by a black circle, points of the grid generated in
Steps 1 to 4 of Algorithm 4.2.1 were plotted using green x-es, points of the
grid generated in Steps 12 to 15 of Algorithm 4.2.1 were plotted using blue
dots and the optimal position calculated with Algorithm 4.2.1 was denoted by

a black star.

The ”Multigrid-like” approach can also be used in the case of one-dimensional
damping, which was considered in the previous section. In Example 4.2, we
have shown that optimal damping can determined by the ”Direct” approach
where viscosity was optimized by the formula (4.7). Now, we can additionally

accelerate the optimization process with the ”Multigrid-like” approach.

For the purpose of illustration we will consider Example 4.2. For determina-
tion of optimal damping we will use Algorithm 4.2.1 where in Steps 5 and
16 we will calculate optimal viscosity with formula (4.7). Similarly to the
above, using Remark 4.2.1 for p; = 2/3, we will obtain that d; = 34 and
dy = 22. Now, with this approach we will obtain that optimal damper’s po-
sition is equal to 90 with the corresponding viscosity 335.39265. Note that
the optimal parameters are the same as the ones obtained using the ”Direct”
approach. Recall that with the ”Direct” approach we needed to optimize vis-
cosity for 1600 damper’s positions, while with the "Multigrid-like” approach
we needed to optimize viscosity for just 92 damper’s positions. Thus, we have
additionally accelerated the optimization process and we have obtained the

same optimal damping.

Note that for the Lyapunov equations of a bigger dimension, we use optimal

parameters d; and dy (see Remark 4.2.1) in Algorithm 4.2.1, but the number



Chapter 4 Determination of the optimal dampers’ positions 79

=

RONX K XX XK

50

100
150+

200

Position of the second damper

X

X X

X TRICKM X - KoK
X X R KX
X X TXen

'><><X.

0 50 100 150 200 250 300 350 400
Position of the first damper

Figure 4.3: Contour plot of the function (7, j) — min trace(X (C(v;i,7)))
v
and data from the ”Multigrid-like” approach

of Lyapunov equations which have to be solved can be large. Thus in the
next section we propose another heuristic approach which will also have a
good performance on numerical examples. Furthermore, with this approach
we can additionally reduce the number of Lyapunov equations which have to

be solved.
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4.3 The ”Discrete to continuous” optimiza-

tion approach

The ” discrete to continuous” heuristical approach relies on the optimization of
the function of real variables. First we will define an additional function which
will be used in the optimization procedure. We want to determine optimal
damping for & dampers with different viscosities. Thus, for D C R* we define
a function f : D — R with

fvr, . vk in, ..y ig) = trace(X (C(vy, ..., v i), -+, i), (4.9)

where [-] stands for the rounding (we have used MATLAB function round)

and the matrix X (C(vy,...,vk; [i1], ..., [ix])) is the solution of the Lyapunov
equation (4.2). Here iy, is considered as a continuous variable and dampers’ po-
sitions [i1], [ia], . . ., [ix] With corresponding viscosities vy, vg, ..., vy determine
C.

Now, we reduce our optimization problem to minimization of the function
(4.9). Thus, for minimization of this function we can use standard methods
like Nelder-Mead or, for example, Newton like methods. When we determine

the minimum of the function (4.9) we will denote the point where the mini-

mum is achieved with (v1, s, ..., Uk; i1, %2, - . ., ix). Then optimal positions are
li1], [42], - - -, [ix] with corresponding optimal viscosities equal to vy, vy, . . ., Uk.

Apart from the above mentioned minimization procedure like the Nelder-Mead
method (implemented in the MATLAB function fminsearch) or the Newton-
like methods (implemented in the MATLAB function fmincon or fminunc),
one can also use a genetic algorithm (implemented in the MATLAB function
ga). In the optimization process we will use the Nelder-Mead method which
is much more robust than the other mentioned methods for our minimization
problem. A further question in minimization with a Nelder-Mead method are
starting points and for that we will define a grid of starting points for dampers’

positions, which will correspond to starting points generated in Steps 1 to 4
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of Algorithm 4.3.1. Some fixed points v, 73, ...,v; will be taken for starting

viscosities.

First, we have to define parameters ds and d4 which determine the grid of

starting points (45, ...,14}).

Algorithm 4.3.1 (”Discrete to continuous” approach for determination of
optimal positions)
Input: ds, dy — parameters which determine the first and the second grid;

Outpugt: OptiI?al dampers’ positions 7, ... i?" and optimal viscosities
O O
oo

1: forif=1+d4:d3:n—d4 do

2 fori§:i§+d4:d3:n—d4d0

3: N

4: for if =ij_, +dy:d3:n—dsdo

5 Using starting points (v, ..., v5;45, ..., 147)

calculate (for example with Nelder-Mead)
min flor, oo ogsin, - ey k).
(V1,0 ) ERE
1<iq <ig<...<ip<n
(i1se-vig ) ENF

6: end for

7

8: end for

9: end for
10: Parameters which correspond to the minimal value calculated in Step 5

determine optimal parameters (v{”', ... v;i% ... i), where i;pt =
i, i=1,... k.

As can be seen from Algorithm 4.3.1, the parameter d3 determines the differ-
ence between points inside the region where optimal position is to be found,
while the parameter dy defines the distance to the edge of the region where

the optimal position is to be found.

Example 4.4. In this ezample we will present performance of the ”Discrete
to continuous” optimization approach on Example 4.1. First, we will compare
this method with the ”Direct” approach defined in Algorithm 4.1.1 and then

with the ”Multigrid-like” optimization approach defined in the previous section.
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In Algorithm 4.1.1 we have used following configuration:

d4 = 20,
v® = 100.

For the minimization in Step 5 of Algorithm 4.3.1 we have used MATLAB s
function fminsearch with termination tolerances for variables and for func-
tion values equal to 10=*. With the ”Discrete to continuous” optimization
approach we needed 11921 function evaluations, which is slightly less than 1 %
of the number of evaluations needed in the ”Direct” approach. Compared to
the ”Multigrid-like” optimization approach, the number of function evaluations
has a relatively similar order of magnitude. The optimal position here is equal
to (118,281) and this is also one of the local minima whose total energy is
close to the optimal one, that is, the relative error is equal to 0.0037584. If we
sort local minima by magnitude of the total energy, then this optimal position
corresponds to the 15th position which is a good approximation, since the total

number of positions is equal to 79800.

In Figure 4.4 we have illustrated optimal values and a grid generated during
the optimization process. All this is plotted on the contour plot given in
Figure 4.2. The optimal position calculated with Algorithm 4.1.1 was denoted
by a black circle, the grid of the starting points generated in Steps 1 to 4
of Algorithm 4.2.1 was plotted using blue pluses, and the optimal position
calculated with Algorithm 4.3.1 was denoted by a blue triangle.

Remark 4.3.1. Nelder-Mead [40] is an unconstrained multidimensional opti-
mization method. In numerical experiments the optimization procedure could
require an evaluation at the points that are not in domain (for example, vis-
cosity becomes negative). Thus, at points that are outside domain (where opti-
mization is performed) in our optimization procedure we have set the function

value to some constant large enough. With this, our optimization procedure
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will always return a minimum which is inside the domain of our function that

has to be minimized.
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Figure 4.4: Contour plot of the function (7, ) — min trace(X (C(v;1,j)))
v
and data from the ”Discrete to continuous” approach
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4.4 Damping optimization based on dimen-
sion reduction and continuous minimiza-

tion

In previous sections we have introduced approaches which optimize dampers’
positions using heuristic approaches which can be applied to moderate or large
dimensions. However, for large systems even solving the corresponding Lya-
punov equation is demanding for itself. Thus, in this section we propose a
new heuristic which will combine approximation algorithms with dimension
reduction techniques and heuristical approaches introduced in previous sec-
tions. In the case where we damp all undamped eigenfrequencies we will use
approximation algorithms introduced in Chapter 2. Contrary to this, in the
case when we damp the selected part of undamped eigenfrequencies we will

use algorithms derived in Chapter 3.

We will compare an approach that uses the ”Multigrid-like” optimization ap-
proach described in Section 4.2 with the ”Discrete to continuous” approach
described in Section 4.3.

An algorithm that uses the ”Multigrid-like” optimization approach can be
applied directly, that is, we can apply Algorithm 4.2.1 where in Steps 5 and 16
we calculate the minimum using the corresponding algorithm with dimension
reduction. In the case of damping all undamped eigenfrequencies, we will use
Algorithm 2.4.1 and in the case of damping of selected eigenfrequencies, we
will use Algorithm 3.3.1.

An algorithm that relies on the ”Discrete to continuous” approach has to be
modified. In the minimization process we cannot directly apply the exist-
ing algorithm that uses a dimension reduction, since these algorithms opti-
mize viscosities at given damping positions, while in the ” Discrete to continu-
ous” approach we change damping positions during the optimization process.
This modification includes checking of the corresponding error bound at each

step of the optimization procedure. More precisely, for the approximation
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of f(vy,..., vk 1,...,19) given in Equation (4.9), we have two cases which

depend on the eigenfrequencies which have to be damped.

If we damp all eigenfrequencies, in Step 5 of Algorithm 4.3.1 we need to calcu-
late an approximation of the function f(vy,...,vg;41,...,4) with given toler-
ances €1, €y. This approximation is given in Algorithm 4.4.1. In the following
two algorithms parameter u represents machine precision. For the purpose of
simplification, on the input we give just parameters that are essential for the

corresponding algorithm.

Algorithm 4.4.1 (Approximation of the function f(vq,...,vg;1,...,10))

Input: « > 1;
€1, €9 — tolerances for bounding the approximation error;
¢ — a positive constant for scaling a tolerance (¢; < 1);
Output: fopprer — approximation of the function f(vy, ..., vg;d1, ..., 0%).
1: tol = tolggrt
2: while tol > 10*u do
3:  Calculate approximation of the function f(v1, ..., vg; i1, ..., 1) with Al-
gorithm 2.2.1 using tolerance tol, and denote the approximation by
fapprom-
4:  Calculate the right-hand sides of bounds (2.31) and (2.32) for the ap-
proximation and denote them by b; and by, resp.

5 if by < g1 and by < 9 then
6: return f, approx

7: break

8 else

9 tol = ¢y - tol

10:  end if

11: end while

Similarly, in the case of damping selected eigenfrequencies, in Step 5 of Algo-
rithm 4.3.1, we need to calculate an approximation of the function
fv1,. .. U1, ..., 1), Algorithm 4.4.2 gives an approximation with a given

tolerance ¢.

Note that, in Step 5 of Algorithm 4.3.1, if we minimize our penalty function
for example with Nelder-Mead method, using Remark 3.3.1 we can also we

improve the optimization process.
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Algorithm 4.4.2 (Approximation of the function f(vy,...,vg;1,...,0))

Input: £ > 1;
tols.rs — tolerance for the first approximation;
¢ — tolerance for bounding the approximation error;
¢1 — a positive constant for scaling a tolerance (¢; < 1);
Output: foyprer — approximation of the function f(vy, ..., vk i1, ..., %)
1: tol = tolgare
2: while tol > 10*u do
3:  Calculate an approximation of a function f(vy,...,vg;1,...,14) with
Algorithm 3.1.2 using tolerance tol, and denote the approximation by

fapprom-
4:  Calculate the right-hand side of the bound (3.24) and denote it by by
5. if by < € then
6: return [0
7 break
8: else
9 tol = ¢; - tol
10:  end if

11: end while

In the following example we will show performance of damping optimization

using approximation algorithms and heuristical approaches.

Example 4.5. We will compare two previously described approaches on Ezx-
ample 3.1 with configuration (3.25). We will damp the same eigenfrequencies
as in FExample 3.1, thus s = 34, which means that we try to damp 34 smallest

undamped eigenfrequencies.

First, we will present results obtained with the ”Discrete to continuous” ap-
proach presented in Algorithm 4.3.1, but in Step 5 we will use the approxima-
tion of the function given by Algorithm 4.4.2.

In Algorithm 4.3.1 we will use the following configuration:

ds = 160;
d4 = 80,

v = v5; = 50.
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Since we consider damping of selected undamped eigenfrequencies, we will use
the approximation algorithm defined in Algorithm 4.4.2. In Algorithm 4.4.2

we will use the following configuration:

tOlstart = 002,
e = 0.05;
C1 = 0.5.

Parameters d3 and dy give the grid with 45 different points in Algorithm
4.3.1. The function was minimized with MATLAB’s function fminsearch and
for a termination tolerance for the function value we have taken 0.1, which
determines an absolute error, thus the relative error has magnitude O(1077).
The termination tolerance for the optimization variable is set to 0.01 (this also
determines the absolute error). We have obtained that the optimal dampers’
positions are equal to (730,1274) with the optimal viscosities are equal to
(120.47387, 120.38917). For these parameters the value of our penalty function
equals 987258.34332. (This value was calculated using an algorithm without

dimension reduction.)

For the sake of comparison of our two heuristics, now we will calculate op-
timal damping using the ”Multigrid like” approach presented in Algorithm
4.2.1. In Steps 5 and 16 we will calculate the minimum using an algorithm
with dimension reduction. Since in this example we will damp selected un-
damped eigenfrequencies, for the approximation we will use Algorithm 3.3.1.

In Algorithm 3.3.1 we will use the following configuration:

a. = 0.001; k= 10%;
p(i)=1i,i=1,...,s; S = 60;
e=0.1; tolspare = 0.002;

c1 = 0.5; v = vy = 50.
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Viscosities were optimized by a function fminsearch. For the termination tol-
erance for the function value we have taken 0.1, and for the termination toler-
ance on viscosity we have used 0.001. Recall that these tolerances correspond
to absolute error. We have obtained that optimal dampers’ positions are equal
to (777,1273) with optimal viscosities equal to (105.0941,139.88212). For
these parameters, the value of our penalty function is equal to 981 799.98217
(this value was calculated using an algorithm without dimension reduction).
Note that with the ” Multigrid-like” approach we have obtained better optimal
damping (the trace of the corresponding Lyapunov equation is smaller) and

relative errors at the value of our penalty function is equal to 0.0055288.

Now, we are interested in the time ratio between these two approaches (the
”Multigrid-like” and the ” Discrete to continuous” approach with dimension re-
duction) and between ”Multigrid-like” approach without dimension reduction.
Due to the complexity, we will just estimate the time needed for calculation of
the optimal damping with the ”Multigrid-like” approach without dimension
reduction. For that purpose we can use results obtained in Example 3.1. In
Example 3.1 for one viscosity optimization we needed 5.40589 hours on aver-
age. If we apply the ”Multigrid-like” approach without dimension reduction,
we estimate that we would need to calculate optimal viscosity at 19974 dif-
ferent dampers’ positions, meaning that we would than 12 years (to complete
the optimization process). If we wanted to perform the ”Direct” approach
described in Algorithm 4.1.1 without dimension reduction, the time needed

for the calculation of optimal damping would be much longer.

On the other hand, for calculating the approximation of optimal damping
with Algorithm 4.3.1 with dimension reduction (using Algorithm 4.4.2) we
would need 0.532 days, while with Algorithm 4.2.1 with dimension reduction
we would need 11.8782 days. Although the algorithm using the ” Discrete to
continuous” approach was faster, we can conclude that both approaches with
dimension reduction are considerably faster than approaches that work with-
out dimension reduction. Thus with algorithms 4.2.1 or 4.4.2 with dimension
reduction techniques we have significantly accelerated the time needed for the

calculation of the approximation of optimal damping. The obtained results
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with corresponding times were calculated using an Intel(R) Core(TM) i7 CPU
920 with 12GB of RAM and 8 MB cache.

4.5 Area with the optimal dampers’ positions

In this section we will present an algorithm for the efficient determination of
the area where the optimal dampers are located. Since this method relies
on the new theoretical bound, this method is not a heuristical approach as
were the approaches presented in the two preceding sections. Determination
of this area is possible in a system with a special structure. Using a similar
approach that was used for derivation of the error bound (3.24), we could
derive a similar bound that would ensure determination of dampers’ positions
that have negligible impact on the overall damping of the system. With this
approach we avoid the viscosity optimization at some dampers’ positions which

can remarkably improve the efficiency of optimization algorithm.

Let 1 be a trace of a solution to the Lyapunov equation (4.2) for a case where

external damping C.,; = 0. Using a formula given in (2.8), it is easy to show

that
2 a\— 1
= -4+ = E 4.10
0 (Of _l— 2 ) i—1 wp(l) ’ ( )

1=

where the vector p contains the indices of s eigenfrequencies that have to be
damped. The aim of our algorithm is to determine dampers’ positions such
that trace X (C) is very close to 7g. Thus, these dampers’ positions would have

no or only negligible impact on the system’s energy.

Recall that the matrix of the external damping is equal to
Ceat = 0101 + 020 + - - - + v, C,

where k is the number of dampers and C;, i = 1,.. ., k describes the geometry
of the ith damper with the corresponding viscosity v; (then C' = ®T(C,,,®).

Now, for given dampers’ positions, we consider the Lyapunov equation (4.2)
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with damping C' such that C(p(i),j) =0, fori=1,...,s, j=1,...,n. Here
p contains just the indices of eigenfrequencies which have to be damped and
pUp={1,2,..., n}. In this case trace(X(C)) = 7.

The basic idea is to determine a damping matrix ' with max |IC(p(i),5)| <e
1<j<n

for some small ¢, such that trace(X(C)) =~ 7p. If trace X(C) is very close to

To, this would mean that these dampers’ positions do not damp the system

significantly. In order to efficiently determine positions where the trace(X (C'))

is close to 1), we will derive a bound from which we can determine such

positions.

We will consider Equation (3.11) as a perturbed equation of:

Ay, 0] Xy X X, Xl [AT 0 PN
S D B L S ' PR TY
where
T Ay 0 G X1 Xi
0 Ay’ XL Xpl|’
-~ 0 Wi
An=A0) @A @ DAy, Ai= : (4.12)
—w; —Oow;

Note that )?12 =0, )?22 =0 and )2'11 is the solution of the equation
All)?ll + XllACﬂ = —ééT,
where G = G(1: 2r,1: 2s). Since GGT = I, it is casy to observe that

. 1[M_

N[

Xllzil@ig@'”@is, where Xz:_ 201 1
W; —= =
2 «

] . (4.13)

and that trace X = trace )?11 = 1p.
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Similarly to Section 3.2, we can now derive the error bound for the approx-
imation (4.11). Using that trace )?11 =1 and C = 71C,,,® = &7 (v,C; +
v9Cy + -+ - + v Cy )P we have that

o XUD =] < e |G (p0).3) + -+ 0 CE (i) )] € (414)
0 i=1,..,s

with

(trace<|Au|T\ééT\> Yl (A Syl £ T |ajz-||<AuXu>ﬁ|)
§= :

To

where (Avn)ij = 5ij, ch = (I)TCZ‘(I), for i = 1, ceey k and 1/411, 5(:11 are given in

Equations (4.12) and (4.13), respectively. Recall that |GGT| = I and that Ay
is the solution of the Lyapunov equation ﬁ{lAll + Allﬁll = I, thus we have
that Aj; = —)?11 and it holds that

. (4.15)

‘- (1 +2Zi§:1 5ji||(X121)ij\)’

where 79 is given in (4.10).

In order to obtain an easily computable bound for given external damping
Cezt, we need to fix feasible maximal values of the dampers’ viscosities. Such
an upper bound is also usually needed in the viscosity optimization algorithm.
max

mar 4 =1,..., k, respectively. Using this to
bound right-hand side in (4.14), we obtain

Let the maximal viscosity v; be v

| trace (X (C)) — 7o

< max o"|CY (p(i), )] + - + o |CF (p(0), 5)] - €
(4.16)

where ¢ is given in Equation (4.15).



92 Chapter 4 Determination of the optimal dampers’ positions

Note that in the case of dampers’ positions with the same viscosity v™** :=
vy = -+ = v, we can bound the right-hand side of (4.14), such that it yields

max o™ |CY (p(i), j) + -+ CF (p(0), J)] - €, (4.17)

,,,,,

where v is a feasible maximal value of the dampers’ viscosities.

For dampers’ positions, such that the right-hand side of bound (4.16) is small
enough (smaller than some tolerance), we can conclude that these dampers’
positions have a negligible influence on damping of the system. Thus, in the
resulting algorithm we mark these dampers’ positions as the positions that
do not damp the system. With such approach we can efficiently determine
positions that do not damp the system. The tolerance employed here should
be of the order of the relative termination tolerance used for the viscosity

optimization.

An algorithm for computing the area which contains the optimal dampers’

positions is summarized in Algorithm 4.5.1.

Remark 4.5.1. Algorithm 4.5.1 will be efficient if the system has some spe-
cral structure, more precisely, when there are numerous positions such that the
mazimum term in the bound (4.16) is small enough. That can also be checked
i advance by analyzing the magnitude of the elements of the matriz C'. Par-
ticularly, if there exist numerous indices i such that | ®(i,p)|| (p corresponds
to indices of the undamped eigenfrequencies that have to be damped) is small,
then our algorithm will determine numerous positions that cannot be used to
damp the system. Our experiments have shown that, for example, if we like
to damp eigenfrequencies that are large by magnitude, for mechanical systems
with equal stiffnesses and increasing masses, we will have that ||®(i,p)|| will

be small for a large number of pairs (i,p).

Note that in the while-loop of Algorithm 4.5.1 all dampers’ positions should
be checked. Generally this means that we should check all configurations
(i1, 149, ...,ix) € NF such that 1 <i; < iy <--- <ip <.
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Algorithm 4.5.1 (Determination of possible optimal dampers’ positions)
Input: ® — such that ®TK® = O? = diag(w?,...,w?) and ®TM® = I;

n
p(1),p(2),...,p(s) —indices of eigenfrequencies which have to be damped;
vt 4 =1,..., k — maximal viscosities;

tolpos.
Output: Set S of positions that contains the optimal dampers’ positions.

2s (X2,
1: Caleulate € = (1 4 2%=1] ;;”(X“’”') from (4.15).

2: while not all configurations of the dampers’ position have been checked
do
3:  For given dampers’ positions, calculate

e = max o |CF(p(0), )] + -+ o CR (p(i). €.

ceey

Jj=1,...,n

if € < tol,,s then
Exclude the corresponding configuration from S.

end if
end while

For structured systems, Algorithm 4.5.1 is quite efficient since the main cal-
culation cost for different positions is the calculation of the corresponding

maximum in Step 3.

4.5.1 Numerical experiments

We will present examples that illustrate efficiency of Algorithm 4.5.1 for de-

termination of the area with the optimal dampers’ positions.

The first example considers a structured system with two dampers of different

viscosities.

Example 4.6. In this example we consider the mechanical system shown in
Figure 4.5 with two dampers of different viscosities, 2d + 1 masses and 2d + 3

springs.
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In the considered vibrational system the mass matriz is M = diag(my, mo, ..., my),

while the stiffness matrix is defined as:

Kn —R1
K = K11 —K1 s
—kT —kT 2k + Ky
where _ _
2 -1
0
-1 2 -1 '
Kllzk‘l '.‘ '.. '.‘ , /{1: :
0
-1 2 -1
ky
-1 2

In our example we will consider the following configuration:

d=>500, n=2d+1=1001; k4 =10, ko= 20;

m; =10-i for 1=1,...,d/5;

m; = (12/5)-d+2—2 for i=d/5+1,....d;

m; =5-(2d+1—14) for i=d+1,...,2d; magr1 = 500.

A damping matriz is D = C, + C.ut, where the internal damping matriz C,, is
defined as in (1.3) and external damping is defined by Cepy = vleieiT + vgeje]T,

where 1 <1< 7 <n.
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Figure 4.5: 2d + 1 mass oscillator
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In this example we would like to damp all eigenfrequencies of the undamped

system, by magnitude larger than 1. This gives that s = 6.

We have used the following configuration in Algorithm 4.5.1, with undamped

eigenfrequencies sorted such that wy > wy > -+ > wy,:

a, = 0.001;
p(i) =1, i=1,...,s;
tolyos = 107%;

S 1111}

Recall that in this example we consider two dampers of different viscosities;
this means that we want to determine the optimal positions ¢ and j such that
1 <4 < j <n. This offers n(n —1)/2 different dampers’ positions and for this
example this means that we have 500 500 different configurations. Using Al-
gorithm 4.5.1 with the tolerance tol,,s = 10~® we have obtained that 473 851
of them are not useful for damping the system. That is, a set of configurations
which contains the optimal position has 26 649 elements. Thus, with Algo-
rithm 4.5.1 we have reduced the number of different dampers’ positions to just
5.32% of the total number of the possible positions. More precisely, Algorithm
4.5.1 returned that a set that contains the optimal dampers position (impt, Jopt)
is equal to the set S = & U S, U S3 U Sy, where

):fori<9; jissuch that i+ 1 <j},

) = for i =499, 500; 7 is such that i + 1 < j},

) : for j =499,500; ¢ is such that i < j — 1},

) : for 986 < j < 1001; i is such that ¢ < j — 1}.

In order to test our algorithm we have calculated the minimal trace for the

position on the following mesh of the dampers’ positions:

1=4:165:n, j=1+1:165:n.



96 Chapter 4 Determination of the optimal dampers’ positions

A mesh is constructed such that different positions from S are included but

also some positions which are not in S.

For this mesh, the optimal position (igpy, jopt) = (4,995), the optimal viscosi-
ties at these positions are (vy,ve) = (23.91853,14.78638) and the correspond-
ing trace is 1839.11344. In this example the trace of the solution of the Lya-
punov equation that corresponds to the undamped system is 79 = 4559.12291.
On the other hand, it is easy to check that for the positions that are not in
S, for example, for positions (169, 170), (334,665) and (664, 830) the minimal

trace is equal to the trace 7o up to O(tol,ps).

Example 4.7. In this example we consider an n-mass oscillator with n masses

and n+1 springs with two dampers of the same viscosity (shown in Figure 1.2).

In the considered vibrational system the mass matriz is a diagonal matriz
M = diag(my, ma, ..., my,), while the stiffness matriz is defined in (1.7), where

k; > 0 represents stiffness of the corresponding spring.

In this example we will consider the following configuration:

n = 1000, ki=4 for i=1,....,n+1;
m; =300 (301 —4) for i=1,...,300;
m; =1 for 1=301,...,400;

m; =i- (i —400) for i=401,... ,n.

Recall that the damping matriz is D = C\, + Ceyy, where the internal damping
matriz C, is defined as in (1.3). Since we have two dampers of the same
viscosity v, external damping is defined by Cepr = v(ejel + eje]T), where 1 <
1 <7< n.

In this example we would like to damp all undamped eigenfrequencies w;
such that 0.05 < w; < 0.1. If we sort undamped eigenfrequencies such that
Wy > Wy > -+ > wy, then we have to damp w; for ¢ = 899, ...,928 (this yields
s =29).
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We have used the following configuration in Algorithm 4.5.1:

a. = 0.001;
p(i)=73+1d, i=1,...,s;

tolyos = 1075;

"™ =1000.

Since we have two dampers with the same viscosities, in Algorithm 4.5.1 in
Step 3, we will use bound (4.17).

We consider two dampers of the same viscosities. This means that we want
to determine positions ¢ and j such that 1 < i < j < n. This gives that we
have n(n —1)/2 = 499500 different configurations. Similarly to the previous
example, here using Algorithm 4.5.1 with tolerance tol,,s = 107® we have
obtained that 361674 of them do not damp the system. That is, with Al-
gorithm 4.5.1 we have reduced the number of different dampers’ positions to
27.59% of the total number of dampers’ positions. Algorithm 4.5.1 returned
that the set containing the optimal dampers’ position (im, jopt) is equal to
the set S = &1 U Sy, where

81 ={(i,j) : for 273 <4 < 421; jis such that i +1 < j},
Sy ={(4,7) : for 273 < j <421; iis such that i < j — 1}.

In order to test our algorithm we have calculated a minimal trace for the

position on the following mesh of the dampers’ positions:
1=1:24:n, j=i+1:24:n.
At the above mesh, the optimal position (iept, jopt) = (337,386) (optimal vis-

cosities at these positions are v, = 60.93162 with the corresponding trace

equal to 82960.30789). The trace of the solution of the Lyapunov equation



98 Chapter 4 Determination of the optimal dampers’ positions

that corresponds to the undamped system is 79 = 421 683.30082. Further-
more, it is easy to check that for the positions that are not in &, a minimal

trace is equal to the trace 7o up to O(tol,ps).

Observe that in the above two examples we have reduced the total number of
positions to positions given in S (using tolerance tol,,s = 107®). This means
that for determination of the optimal position we should search positions
contained in the set S. Thus we need to optimize viscosities on some mesh of
the positions contained in the set S. For this optimization process we should
again use Algorithm 3.3.1 (now, with the tolerance greater than tol,,s) which

will additionally accelerate the optimization process.

4.6 Conclusions

This chapter is devoted to the efficient determination of optimal damping
focused on the optimization of dampers’ positions. In come cases, such as
for one-dimensional damping, this problem could be solved with the ”Direct”

approach using a formula for optimal viscosity.

Furthermore, the optimization could be accelerated for structured problems,
where we have given an algorithm that determines the area containing the

optimal dampers’ positions.

For the general case we have presented two heuristics (the ” Multigrid-like” and
the ”Discrete to continuous” approach) that drastically accelerate the opti-
mization process. Additionally, we have also presented an algorithm that com-
bines heuristical approaches with dimension reduction technique that makes
the optimization for moderate or large dimensions possible. Numerical exper-

iments show good performance of new approaches.



Chapter 5

Optimal damping of a system -

a case study

Constructing the efficient algorithm for determination of optimal damping has
been proved rather hard, except for rank one-dimensional damping described
in Section 4.1.1 (more details can be found in [57; 14]).

Recall that we consider a damped linear vibrational system
Mz + Dz + Kz = 0.

Contrary to the internal damping C', which was used in previous chapters,
here we assume that internal damping is equal to zero, that is, damping matrix
D = Cext~

First, we will state the result for the rank one-dimensional damping in more
details. Recall that in the case of rank one-dimensional damping we have that
damping matrix D = wveel, where ¢ € R™. If we consider the case where
we damp all undamped eigenfrequencies, then the corresponding Lyapunov
equation is

ATX (v) + X (v)A = —1, (5.1)

99
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for the matrix A it holds

0 Q
A= ,
< —Q —wvect )

where v > 0, ¢ = (c1cp -+ ¢), ¢ # 0 i = 1,...,n. The matrix Q is
a diagonal matrix that contains undamped eigenfrequencies on its diagonal,
that is Q = diag(wy,...,w,), where 0 < w; < ws < ... < wy,. The trace of
the solution of the Lyapunov equation (5.1) can be calculated by a simple

formula. That is, using [14, Lema 4.3] we will obtain that the trace formula

is just
n n n n 2
1 2 3w220§ + 2w? 2w; a
traceX():;E §+UE g (W2 — W) § 2 E:wz_wz
i=1 ¢ i=1 i=1 g J i=1 N k=1 g
J#i k#1
i J\"j i
+v E 5 T U E E 5 AV
2 e L~ (W7 — w?)
=1 ? =1 Jj=1 7
i

Here v is viscosity which has to be optimized and X (v) is the corresponding
solution of the Lyapunov equation. Using this formula we can obtain a simple
formula for the optimal viscosity. Recall that we have used this formula in
Subsection 4.1.1.

The analogous formula for C,,; of rank 2 obtained in this chapter is much
more complicated; it consists of the explicit formulae, similar to those in [57]
but here we have to solve an additional linear system of order 3. Properties of
this system and the condition number are not easy to discover but the required
number of flops for calculation of the solution using the new formula is equal
to 4.6n® + O(n?) flops. This is considerably less than using the standard
Bartels-Stewart algorithm which requires around 30n3. This means that by

using a new approach we can significantly accelerate our optimization process.

The main aim of this chapter is to present a similar solution in a very spe-

cial case. We will consider a damped linear vibrational system with multiple
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undamped eigenfrequencies. That is, we assume that the undamped eigenfre-
quencies are double in pairs: w; = ws, w3 = wy, ... or they consist of close
clusters wy ~ ws, w3 & wy, . ... Recall that positive numbers wy,ws, ..., w, are
eigenvalues of the undamped system Mi 4+ Kx = 0, and they are diagonal

elements of matrix €.

Multiple eigenfrequencies are a well studied problem, for example see [35].
They appear among others in the model which describes vibration of a mem-

brane (membrane eigenfrequencies are given explicitly in [30]).

We also assume that the damping matrix has rank 2, that is

&1
Co cy
11 Ci2
Clpr = veel c= _ . = ; . e R*x2,
: Co1 Coo
Cs

where v stands here for viscosity. This appears to be the closest generalization

of the solution presented in [57].

Since our main problem is determination of a solution of a strongly structured
system, we will consider the so-called dual Lyapunov equation introduced in

Section 1.2, that is, we will consider the Lyapunov equation

ATX + XA =1, (5.2)

A:< 0 Q)_U<0 0>:< 0 Q ) 53)
—Q 0 0 cct —Q  —vec”

is a m x m real matrix (m = 2n) and v € Ry represents viscosity. Since

where

undamped eigenfrequencies are double in pairs, we have the following structure

for the matrix €2:

Q = diag(Q, Doy, Q), 5= % (: —) , (5.4)
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@]

1 0 Co ctoct
Qi = Wi 9 c= . ) C; = ?1 ?2 € R2X27
0 1 : Co1 Co

Cs

and each ¢; is non-singular and w; # w; for ¢ # j. This non-singularity means
that the form 27 C...x is positive definite on any eigenspace of the undamped

system, which is necessary for the system to be asymptotically stable at all.

Recall that the optimization criterion in this case is given by (see criterion

(1.19))
trace XZ — min, (5.5)

where Z determines which part of the undamped eigenfrequencies has to be
damped. We will consider the case when we damp all undamped eigenfre-

quencies which means that 7 = I.

Remark 5.0.1. An assumption on asymptotic stability implies the uniqueness
of the solution of the Lyapunov equation (5.2). On the other hand, it can be
shown that if ¢; has rank one for some i, then A from Equation (5.2) has some

eigenvalues on an imaginary aris.

5.1 Solution of a structured Lyapunov equa-

tion

Our aim in this section is to derive the solution of Lyapunov equation (5.2),

then we will be able to calculate easily its trace as well.

The solution X can be represented in the block form

- X X
D R (5.6)
X Xoo
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For the sake of simplicity, we will introduce d where
d=+/ve, (5.7)
then we can write
T
ve =dd", d=(df .. )
where d; is a corresponding 2 x 2 matrix for all ¢, : =1,2,...,s.

Using the above notation, Equation (5.2) can be written as

0 —Q X11 X12 4 X11 X12 0 Q . —I O
Q —dd" XL Xo XL Xo —Q —dd™ )] \ 0 -I)
(5.8)

By equalizing the corresponding blocks we obtain

QXL+ X0 = 1, (5.9)

—QXop + X119 — Xppdd” = 0, (5.10)

QX —dd'X], — X0 = 0, (5.11)

QX 1y — dd" Xop + X1,Q — Xppdd” = —1I. (5.12)

With direct substitution we can check that solution X5 of Equation (5.9) has
the following form
1 1
X12 == 59_1 + 55 Q_l, (513)

where S is a skew-symmetric matrix to be determined. Because of the unique-

ness of the matrix X we have uniqueness of matrix Xi, and matrix S.

Diagonal 2 x 2 blocks from Equation (5.9) satisfy
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Using Equation (5.14), 2 x 2 diagonal blocks from Equation (5.12) have the

following form:

d;X; +XFdl =21, (5.15)
where
X = [xl, o ,Xs] — "Xy, X, € R>?. (5.16)
Equation (5.15) implies
X; =d; '+ oid; (5.17)
0 1 . :
where J = 0 ) and o; € R, i =1,2,...,s are unknowns which have

to be found.

Note that the only unknown quantities in the above equations are ;. Thus
our aim is to construct an s x s linear system with solution o;, ¢ =1,2,...,s.

For that purpose we will derive some auxiliary results.

Using equations (5.13) and (5.16), Equation (5.12) can be written as
QSO — Q7180 = 2(dX + XTdT) — 41. (5.18)

Set S = (s;;) where s;; are 2 x 2 matrices. By equalizing the corresponding

off diagonal blocks, from Equation (5.18), for non-diagonal blocks s;; we have

2w;w; _ _ _ _ ) .
Sij = E :}2 (d,-dj Ly d; Td;“-F + ajd,-dj Ly — o;Jd; Td;*-F) . 1#j. (5.19)
i J

As we have already mentioned above, uniqueness of the solution X implies
uniqueness of skew-symmetric matrix S. Now from Equation (5.19) follows

uniqueness of unknowns oy, ..., 0,.



Chapter 5 Optimal damping of a system - a case study 105

Further, let T' = X15dd” be the matrix whose (i, j)-th 2 x 2 block is denoted
by t;;. Using Equation (5.13) we obtain

tiy = (Xpdd")y

1o _

— 5[(Q Y+ SO d)d]
1 o = dpd! did?

_ A+ s, Wi Iy 2
2wid2d] + Sik 2wk + Sii 2(/01 (5 0)

ki

Thus, if we express s;; as a function of s;; with ¢ # j, then ¢;; from Equation
(5.20) will be defined with known parts and o;.

Now we continue with deriving the expression for s; as a function of s;;, for

1 # 7. We introduce the following notation
(Xll)ij = Nij » and (X22)ij = fz’ga (5~21)

where 7;; and &;; denote 2 x 2 matrices. Now, considering the (7, j)-th 2 x 2
block (i # j), of equations (5.10) and (5.11) for n;; and &;; we have

T
w]'tij — tjiw,-

w,-tij — tj-;w]'
G = ﬁ (5.23)

Further, the (7,4)-th block from Equation (5.10) can be written as
i = —wis + Wil (5.24)

From the symmetry of X;; and Xy (which are diagonal blocks of symmetric
matrix X) and (5.24), it follows that ¢; = tZ. Using this and (5.20) it follows

AT il AT AT °L d;d?
did —l—Zs dpd _ did; +Z L st (5.25)

. i . . iy
2w; — 2w; 2w; = 2w;
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Recall that S is a skew-symmetric matrix which implies s;; = —SJTZ-, using this
from Equation (5.25) for s; we have the following equality
- dydl  did]
s ;( Sij o " Sji) where (5.26)

0o 1
Dy = (Jdd +did] )" = | [ %
a0

and no denominator vanishes.

Note that, using equations (5.26) and (5.19), t;; from Equation (5.20) can be
expressed as a function of known quantities and o;, ¢ = 1,...,s. Thus, after

some manipulations we have

ty = 3 o ldid! + a7 dldud? — (47Tl T — didf dd ) DiTdid ) +
dZdT s Wi

_—J v

+ 2w; * kz;él w? — w}

(ondidy, " J — o3 Jdi " dy)dyd) — (5.27)

s

— N S londi(dy Tdy + dfTd )T — o3(Jd; T dd? + didfdid; )

Yoti Wi — Wy,
x Dy Jdd] .

d;d?

0 J
Q(UZ'

Wi T —T ;T T T 4T T T — T

+ ;m[di% +d;Tdy dyd] — (d;Tdy dyd! — dyddyd; ') Dy Jdid] ],

(note that 7)) is given by known quantities). Then

1 P
TZ](017' .. 70-8) = 7_2] — tl] — T

(5.28)

depends on known quantities and o;, 1 =1,...,s.
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Remark 5.1.1. Here we would like to emphasize that non-singularity of c¢;
(d; = \J/ve;) implies uniqueness of o1, . .., 0s which further implies uniqueness
of ti; from Equation (5.27), then from equations (5.22) and (5.23) we have
uniqueness of X171 and Xao, all this together with Equation (5.13) implies

uniqueness of the solution X.

We continue the construction of the linear system with unknowns o;,7 =1,...,s.
From Equation (5.17) it follows

X = d —|—O'Zd J dTX22 ZdT 927

which gives

i =dTd + oyd;Td7 T =) dTdl (5.29)
J#i
Using the fact that &;; = §;; from Equation (5.29) we have
0B = Zd Tdle; — gudid Y, i=1,...,s, (5.30)
J#i
where
1 0 di||7
'—delj—l—Jde_ ” ||F )
det (&) \ —l|d|z 0

From equations (5.23) and (5.27) it follows that Equation (5.30) determines
a system of equations with unknowns oy, ...0,. We will continue with refor-
mulation of Equation (5.30) in a much more appropriate form for numerical

computation.

Let
Ry=> d;7Td]¢; — &did", i=1,...,s, (5.31)
J#i
be the right-hand side of Equation (5.30). Let R be the part of R; which does
not depend on o;, and let R} be the part of R; which depends on ;. This
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means that, using Equations (5.23) and (5.28), R; can be written as

R; = R — (RN + R! — (RHT, (5.32)
where
(.U'T(-]- — 7'.0. Twi (.U'T-l' — 7‘.1. Twi
Ry =) diTdf = _( ;2) ORp =) dTd] = —((,52) . (5.33)
j#i : J j#i : J

Recall, that from Equations (5.27) and (5.28) it follows that

S

W; — —

- Y toed(d T dy + dT AT — oy (JdTdT dpd” + dydT dd = )] x
k k k 3 7 k 7 k 7

Inserting the above expression for 7; in R} from Equation (5.33) after long

and tedious calculations we obtain

Rz-l = Zak (Z A;-k + Z B;-k + Z(Cewt);:cj) + 0; <Z A;Z — S@) ,(5.34)

ki J#kii #k i j#i
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a4 wf.d;Td;fdj [d ' Tdy, — (d; ' Jdy + dF Jd,;T)djTDdej]d,.T (5.35)
e (W? — wp)(w} — w3) ’ ’

W2 AL [~ Jd T Ay + (T TdRdydY + dyd?dyd;t ) Dy Jdy)dY

B, =
7 (wi — wi) (Wi — wp) ’
(5.36)
. wid TN dldl Jd " + dF D dy(dE Jd T + dy T dy))dT
(Cegct>k] = (wg _ wg)(wg — wg) ) (537)
% k 7 7

w?d;Td;Fdj [drdd; T + dF JDT (d;dEdpd; T + Jd; T dE dyd!))

Si=2_2 W — D)l — )

(5.38)

After inserting R} into Equation (5.30) we obtain the following linear system
AY =B, (5.39)

where A = (A;;) € R?%*?¢ Y is a matrix of unknowns o;, B = (B;) € R?**?

and

Ay =d;7d7 T+ Jd;7TdT + 8 — ST =) AL — (AT, (5.40)
JFi
A=) (A" = AR+ Y 1B = Bil + D [((Cent)iy)” = (Ceaniyl 1 # .
JFki J#k J#i

(5.41)
Bi = R} — (R})", (5.42)
Y=(Y--- V)" Yi=oils, (5.43)
with A%, Bl (Ceqt)’y, Si and Ry defined as in equations (5.35)—(5.38) and

(5.33), respectively.

Remark 5.1.2. First, we would like to emphasize that the matrix A from
Equation (5.39) is a skew-symmetric matriz. This property will be proved

using symbolic calculations and mathematical induction.
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As the first step one can show (using some symbolic calculator Mathematica®))
that from equations (5.35)-(5.87) and (5.41) it follows that

(Bf,j>T - Bf,j + ((Ce:vt)j',ﬂT - (Ce:vt>§',j = (Bj,i>T - Bg,i + ((Cert)g,i)T - (Cert)g,i )
(5.44)
for alli # j, and

(Ak)" — A+ (Biy)" = Biy + (Ceat)in)" — (Ceat) = (5.45)
=(AL)" = A+ (BL)" = Bl + (Ceat) )" = (Ceat) i

forall j #1i,5 # k, k # 1.

Now, using equations (5.44)—(5.45) it can be shown that for s =2 and s = 3
the matriz A is skew-symmetric. Thus we can assume that the matriz A is
skew-symmetric for s = 1. And we will show that A is skew-symmetric for
s =1+1, where L +1 < n/2. Thus, first we will show that Ay; = Ay, for
i,k #1+1, where

I+1 I+1 41

A = (A" = 4]+ 3[BT = Biul + 3 [(Cean)iy)" = (Cear)y]
ki i#k JF
I+1 I+1 I+1

Aw = DOIAR)T = AR+ D IBHT = BE+ D I(Con)y)” = (Coan)f]
ik J#i J#k

Note that we can write Ay; = AL, + Al and Ay, = AY + A, where

l

Agi = Z [( ;k)T - ;k] + Z[( ng)T - + Z ert k_] - (Certﬁcj]

J#ki J#k j;ﬁz
l l
A?k = Z [(Afz)T - Afz] + Z[(sz) Z Ceat) Cewt)fj] :

From induction assumption it follows that AY, = A%, while for j =1+ 1 from
Equation (5.45) it follows that A}, = A}, (here one have to adapt indices in
Equation (5.45), that is, one has to set k=141, j =k and i = j).
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Second, for i or k equal to | + 1, again one can show that A, = Ay using
the above equalities and equations (5.44)—(5.45) with the corresponding per-
mutation of indices. Now, from the fact that AL = —Ay,, it follows that A is

skew-symmetric.

Remark 5.1.3. Since we have to count the number of floating point operations

for forming the system (5.39), the following has to be emphasized.

The only contributions of O(s*) flops are:

e calculation of Ay; from Equation (5.41); for all k and 1,

e calculation of (S; — SF) from Equation (5.38); for all i.

We continue with counting of the number of flops. First, we count the number
of flops for forming Ay; from Equation (5.41). For that purpose we will cal-
culate the flops number only in the first item Y, [(A%)" — A%], the other

two are formed similarly.

Since the considered term is skew-symmetric, we only need matriz entries (2, 1)

and (1,2) from the matriz A%, These entries can be written in the following

form:
Ay = A ALdy,
where
=T
-G
widld;[d ' Tdy, — (d ' Jdi + dF Jd;T)dE Dy Jd)]

i = - ‘
The matrices Aj; and A3; are calculated in advance with O(n?) flops. Thus,
off-diagonal entries of A}, can be calculated in 18 flops. Finally, the term
D ikl (As)T — Al can be calculated in 18s + O(1) flops. Similarly, the
number of flops needed for the second term 3., [(Bj)" — Bj;] is 1854+ O(1).
Using this fact, (Cext)f;j can be formed as the multiplication of the two matri-
ces, then the number of needed flops for term 3. _,[(Cy;)" —Cj ] is 125+0O(1),
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similar holds for S; — S¥. Finally, due to skew-symmetry of A we only need
s- (s —1)/2 off-diagonal entries. Altogether the number of flops needed for
forming the matriz A from Equation (5.39) is 365> + O(s?) = 4.6n3 + O(n?).

Now, since we would like to present the trace of the solution as the function
of v, we substitute d = y/v ¢ from Equation (5.7). Using this with equations
(5.35)—(5.38), equations (5.40)—(5.43) become

1 o._ N i
A; = ;Fz +v(S; — SiT - Z[Aji - (Aji)T])7

N J#i
Aij = vhAy,
B, = UIE,-,
Y, = oi(v)l,

where Fj is given as

Fo=eTe T g Tel = 0 el
D o det(a) \ —lelE 0 )

and where the matrices g;'»i,&j,]ﬁi, S; are obtained from equations (5.35)—

(5.38) and (5.41)—(5.42), replacing d; with ¢; for all 1.

Using the above notation, system (5.47) can be written as:

(Uizoml) R - (5.46)
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Note that go is a block diagonal skew-symmetric matrix, and that go and A;

do not depend on viscosity v.

Also, note that 2 x 2 block matrices from the system matrix of the system
(5.46) are skew-symmetric, thus system (5.46) is equivalent to the s x s linear

system

1 (o
(U—A°+A1) | =3B. (5.47)

Recall that from Remark 5.0.1 follows that for every v such that the matrix
A from (5.2) is stable, system (5.47) is regular. This means that the solution
o1,...,0s of system (5.47) is unique. Now using equations (5.22), (5.23) and
(5.27) we get non-diagonal blocks of X;; and Xy, while diagonal blocks can
be obtained from Equation (5.29). For Xj» one needs the matrix S which
can be obtained from equations (5.19) and (5.26). All this together gives the

solution X of the considered Lyapunov equation.
5.2 Minimization of the trace of the solution

of the Lyapunov equation

Since we want to determine optimal damping in the sense of criterion (5.5),

we are interested in minimization of the trace of the solution of the Lyapunov
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equation (5.2) as the function of damping viscosity parameter v > 0. Parti-

cularly, we are interested in finding optimal viscosity v, such that

Vppt = arg min trace(X (v)), (5.48)

veR L

where X (v) is the solution of Lyapunov equation (5.2).

Since we have calculated solution X (v), in the following we continue with
deriving the trace of the solution of the Lyapunov equation as the function of

parameter v.

From Equation (5.21) it follows that the trace of the solution X of the Lya-

punov equation (5.2) is given by

trace X = Z trace(&; + i) -
i=1
Using (5.24) and (5.29) we obtain the following equalities

trace X = Z trace(2&; + w; i)
i=1

T
wjtji — witij

= Y trace(2d; "d; + 203d; TdT T wp My — 2 dy T d] o —

ws — w*
i=1 j#i ? J
j=1

).
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Using t;; from (5.27) and d = /vc for the trace as the function of viscosity v

we have
trace()A((U)) —
) Uzi: <%trace(ci_TCi_l +oi(v)e; e ) + %
' tz o (M + 0 )M — () M) (5.49)
s

*2c;ctw; | ¢ N w;
— tl‘aCGZ % —j + Z w27j2 (Mjsk + Uk(U)Mjlk o Uj(U>MJ2k) CZT
? J

2T ew; | T > w; T
+ tracez 227]22 — + Z gilwg (Mzgk + Uk(U>Milk - Ui(U)Mizk) )
i j

where
1 _ -1 -1 T 7.-T\.T71
2 _ -T T ~T T, T T, 1N
M, = Jc; cpep — (Jej  dyeve; + ciepene; J)D;Jc;,
3 _ -T T -T. T, T T. —1\p
M, = cj+cj cpen— (¢ e — cicpene; ) DjJcy,

D; = (Jeiel +cicl J)™h

It is important to emphasize that expressions in the square brackets depend
only on two indices, which means that for calculation of the sums in Equation
(5.49) one needs only O(s?) flops.

It can be easily shown that the required number of flops for calculation of the

trace for given viscosity v is equal to

3
(36 + %) (% + O(m?) 2 0.5Tm* + O(m?)  flops, (5.50)

where (with s = m/4)
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e 3653 + O(s?) is a number of flops for forming the matrix of the linear

system (5.39) and the corresponding vector of the right-hand side

. %83 + O(s?) is a number of flops for calculation of the LJgL? decompo-
sition of the matrix of the linear system (5.46). Such decomposition can

be obtained using a well-known method by Bunch and Parlett [16].

e O(s?), all additional calculation.

A~

Since our penalty function f(v) = trace(X(v)) is continuously differentiable,
the minimization process can be easily performed using some minimization
process, for example the Newton method. For the Newton minimization
method one needs f/(v) and f”(v). Both derivatives will be obtained from
/

Equation (5.49) using o/(v) and o/(v). Since o]

!(v) and o/ (v) can be ob-
tained from Equation (5.46) (using the same LU decomposition of the matrix

(1/v24, + A;)), both f'(v) and f”(v) can be obtained with O(s?) flops.

Due to the fact that formulae for f'(v) and f”(v) can be obtained directly, but
they are much more complicated than the one for the trace (5.49), we will not
display them here; however, the MATLAB functions which calculate function

f(v) = trace(X(v)) and derivatives f’(v) and f”(v) are available from the

author upon request.

5.3 Numerical experiments

In this section we will illustrate the performance of a new algorithm and
compare it with the algorithm from [14]. Comparison will be performed on

Example 5.1.

Example 5.1. We consider an n-mass oscillator or oscillator lader shown in
Figure 5.1. Recall that this mechanical system can be described by differential
equation

Mz + Di+ Kz = 0. (5.51)
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%J\/\—i\i\t%ﬁ_/\f Nl g s
ky ko ks kn [

knja knjas1 knjoye

Figure 5.1: The n-mass oscillator with two dampers

For such systems, the mass matrixz is given by
M = diag(mq,ma, ..., my,),
and for the stiffness matriz it holds

ki + ke —ky
—ky kot ks ks

—kn_l kn—l + kn _kn
_kn kn + kn—l—l

D=C,+Cep =Cy + veie? + veje;p, with C, = 0.

Note that in this example we have two dampers of the same viscosity and the
rank of the matriz Coyy is two. In this example we will consider a particular
configuration which will yield to a system which has eigenfrequencies double

M Pairs.

Dimension n will be an even number and we will consider the following con-

figuration (see Figure 5.1):

k=1, for i#£n/2+1;

m1:m2:...:mn:1.



118 Chapter 5 Optimal damping of a system - a case study

In order to compare the time ratio for a new algorithm and the algorithm

from [14], dimension n will vary from 800 to 1300.

The above mechanical system with this configuration has some interesting
properties: the undamped eigenfrequencies come in close pairs, that is we

have the following structure:
Q= diag(wl, Wa, W3, W4y« .y Wn_1, wn), (553)

where wy; 1 &~ wy; and we; < wojiy, fort=1,..., % Thus for the purpose of

our approach described in this chapter we will set

Q = diag(@1, &1, Do, By, . .., D, D), (5.54)
where ©; = %,for allizl,...,%.

Figure 5.2 shows the speed ratio between the new algorithm and the algorithm

from [14] where the number of iteration steps goes from 8 to 16.

Speed ratio, new algorithm over algorithm from [2]
2400 \ \ \ \ \ \ \ \

2000 Lo i

Speed ratio
®
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o
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.
.
.
1

+
+
+++++

1400+ + e

! ! ! ! ! ! ! !
800 850 900 950 1000 1050 1100 1150 1200 1250 1300
n

Figure 5.2: Speed ratio

From Figure 5.2 we can see that we have achieved considerable time accel-
eration. Indeed, from Equation (5.50) follows that for a certain number of

iteration steps in the Newton process (n;,) the number of flops for the whole
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optimization with the new algorithm (see items below (5.50)) is approximately

1 m3 5
(36 -+ gniter) 6_4 + O(m ) . (555)

Furthermore, the algorithm from [14] needs approximately

96m° N1 + O(M?) (5.56)

for the whole optimization. Here we would like to emphasize that the algo-
rithm from [14] uses the Bartels-Stewart method for solving Lyapunov equa-

tions.

The experiments are preformed on Xenon with 2 GB memory and 2.33 GHz.
We compare times needed for optimization which includes flops ratio and

memory usage.

Note that from Figure 5.2 one can also see that we have an additional speed
up with an increase in the dimension of the problem. This is based on the
fact that the new algorithm uses the matrices of dimension n x n, while the

algorithm from [14] uses the matrices 2n x 2n and requires more storage.

For systems with such structure, with this approach we can now use the ”Di-
rect” approach or presented heuristics for dampers’ position optimization.
Similarly to the case of one-dimensional damping (described in Section 4.1.1),

now we can also efficiently optimize viscosity at given dampers’ positions.

5.4 Conclusions

Optimization of damping viscosity of damping systems is a very demand-
ing problem, which becomes more complicated in the presence of multiple
eigenfrequencies. In some cases, the trace of the Lyapunov equation can be
calculated by a formula, like for one-dimensional damping which was consid-

ered in [57]. In this chapter we consider a second order damped vibrational
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system whose undamped eigenfrequencies wi, ws, ..., w, , are double in pairs.
We present a formula which gives the solution of the corresponding Lyapunov
equation, which then allows us to calculate the first and second derivatives
of the trace of the solution, with no extra cost. The new algorithm requires
(36 + %nitw) ?—j + O(m?) flops contrary to the usual algorithms based on the
Bartels-Stewart method which needs 96m3n;s, + O(m?) for the whole opti-
mization. With this algorithm, the optimization process for determination of

optimal damping can be considerably accelerated.



Future research

Throughout this thesis we made one very important assumption, i.e. that
we can simultaneously diagonalize the mass and the stiffness matrices from
mechanical systems. This assumption can be a bottleneck for systems with a
very large dimension. Thus in the future work we will include the consideration
of large scale problems, trying to avoid the explicit calculation of the matrix

® which simultaneously diagonalizes the mass and the stiffness matrices.

Further, since throughout this thesis we have used direct solvers such as the
Bartels-Stewart method for solving reduced Lyapunov equations, it will be
interested to try to additionally accelerate solving these Lyapunov equations,
for example with iterative approaches like ADI methods. This approach will

be very important for larger dimensions.

In the process of deriving the methods presented in Chapters 2 and 3, we have
considered several model reduction methods based on the existing approaches.
These attempts were not successful but this is an important area for future

research.

In addition to minimization of the trace of the solution of the Lyapunov equa-
tion, one interesting problem is also minimization of the 2-norm of the solution
of the considered Lyapunov equation. We will try to apply the obtained results

to this optimization problem.
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Summary

In this thesis we consider optimization of damping in mechanical vibrating
systems. When one has to find optimal positions together with correspond-
ing viscosities of dampers in a mechanical vibrating system based on energy
minimization, then numerous Lyapunov equations have to be solved. Thus,
we have introduced different approaches which significantly accelerate the op-

timization procedure.

In Chapter 2 we consider the case when all undamped eigenfrequencies have
to be damped and propose a dimension reduction technique which calculates
approximation of the solution of the corresponding Lyapunov equation. We
derive an error bound for this approximation which is then used in the process
of viscosities optimization. Numerical experiments confirm the ability of this
approximation technique to significantly accelerate the optimization process.
On the numerical example we have shown that near optimal positions we can
accelerate the optimization process around 15 times and still ensure that the

optimal positions are found.

From the point of a dimension reduction technique, the case of damping a
selected part of undamped eigenfrequencies is more interesting. This is inves-
tigated in Chapter 3. In this case, the right-hand side of the corresponding
Lyapunov equation is low rank and this allows better approximation using the
dimension reduction technique. In this case we have derived an algorithm for
the approximation of the trace of the Lyapunov equation and the correspond-
ing error bound which uses the structure of the system. Then, viscosities

are optimized using this error bound. On numerical examples we have shown
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that the optimization process can be considerably accelerated, that is, we have
shown that near optimal positions we can accelerate the optimization process
around 800 times while ensuring that we still find the optima within the limit

of tolerance.

While Chapters 2 and 3 are mainly devoted to viscosities optimization, Chap-
ter 4 is devoted to optimization of dampers’ positions. In this chapter we pro-
pose several approaches which accelerate optimization of dampers’ positions.
First, we propose two heuristics; i.e. the "Multigrid-like” and the ”Discrete
to continuous” optimization approach. They significantly reduce the num-
ber of Lyapunov equations which have to be solved and they show very good
performance on numerical examples. Furthermore, we also present the opti-
mization approach which combines approximation algorithms and heuristical
approaches. This approach allows us to perform optimization of dampers’
positions and corresponding viscosities on larger dimensions. Besides these
approaches that use heuristics, we also propose an algorithm that determines
the area which contains the optimal dampers’ positions. That algorithm is
derived using the error bound derived in Chapter 3 and it works efficiently for

specially structured systems.

In the last chapter we investigate a case study for a very structured system.
The main properties are that internal damping is zero and that undamped
eigenfrequencies come in close pairs. We have derived a formula for the trace
of the corresponding Lyapunov equation. This formula is the closest general-
ization of the case where rank one-dimensional damping was considered. With
this approach we can significantly accelerate the optimization procedure, and

the factor of acceleration is greater than 1000.
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Sazetak

U ovoj radnji promatramo optimizaciju prigusenja kod mehanic¢kih vibra-
cijskih sistema. Prilikom odredivanja optimalnog prigusenja u mehanickim
vibracijskim sistemima, moraju se rijesiti brojne Ljapunovljeve jednadzbe.
Stoga smo uveli razli¢ite pristupe koji znac¢ajno ubrzavaju optimizacijski pro-

ces.

U 2. poglavlju promatramo slucaj kada sve neprigusene svojstvene frekvencije
moraju biti prigusene i predstavljamo tehniku koja koristi redukciju dimenzije.
Tehnika koja koristi redukciju dimenzije racuna aproksimaciju rjeSenja odgo-
varajuc¢e Ljapunovljeve jednadzbe. Izveli smo ocjenu pogreske za spomenutu
aproksimaciju koja se poslije koristi u procesu optimizacije viskoznosti. Nu-
mericki eksperimenti potvrduju mogucnosti te aproksimacijske tehnike ko-
jom se znacajno ubrzava optimizacijski proces. Na numerickim primjerima
pokazali smo da oko optimalne pozicije mozemo ubrzati optimizacijski proces

oko 15 puta i uz to jos uvijek mozemo dobiti dobre optimalne pozicije.

Sa stajalista tehnika koje koriste redukciju dimenzije, vise je zanimljiv slucaj
prigusenja dijela neprigusenih svojstvenih frekvencija. To smo proucavali u 3.
poglavlju. U ovom je slucaju desna strana pripadne Ljapunovljeve jednadzbe
malog ranga i to nam omogucava bolju aproksimaciju prilikom koristenja re-
dukcije dimenzije. U tom slucaju izveli smo algoritam koji racuna aproksi-
maciju traga rjesenja Ljapunovljeve jednadzbe i odgovarajucu ocjenu pogreske
koja koristi strukturu sistema. Uz tu ocjenu pogreske mozemo ucinkovito op-
timizirati viskoznost. Na numerickim primjerima pokazali smo da se opti-
mizacijski proces moze znacajno ubrzati, odnosno, pokazali smo da u okolini
optimalnih pozicija mozemo ubrzati optimizacijski proces oko 800 puta i uz

to izracunati optimalno prigusenje unutar granica tolerancije.

Dok smo 2. i 3. poglavlje posvetili uglavnom optimizaciji viskoznosti, 4.
poglavlje posveceno je optimizaciji polozaja prigusSivaca. U tom poglavlju
predstavljamo nekoliko pristupa koji ubrzavaju optimizaciju polozaja prigu-

Sivaca. Prvo predstavljamo dvije heuristike: ”Multigrid-like” i ”Discrete to
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continuous” optimizacijski pristup. Oni znac¢ajno smanjuju broj Ljapunov-
ljevih jednadzbi koje moraju biti rijeSene i pokazuju vrlo dobre performanse
na numerickim primjerima. Nadalje predstavljamo optimizacijski pristup koji
povezuje aproksimacijske algoritme s algoritmima koji koriste heuristike. Taj
nam pristup omogucava da izracunamo optimalne polozaje prigusivaca i odgo-
varajuce viskoznosti cak i za ve¢e dimenzije. Osim tih pristupa koji koriste
heuristike predstavili smo i algoritam koji odreduje podrucje koje sadrzi op-
timalne pozicije prigusivaca. Taj je algoritam izveden koriStenjem ocjene

pogreske iz 3. poglavlja i on je u¢inkovit za posebno strukturirane sisteme.

U posljednjem poglavlju istrazujemo studij sluc¢aja za vrlo strukturiran sistem.
Glavna su svojstva da je unutranje prigusenje nula i da neprigusene frekven-
cije dolaze u bliskim parovima. Izveli smo formulu za trag rjesenja pripadne
Ljapunovljeve jednadzbe. Ta je formula najbliza generalizacija slucaja kada se
proucava jednodimenzionalno prigusenje. Tim pristupom mozemo znacajno

ubrzati optimizacijski proces, a faktor ubrzanja veci je od 1000.



	Acknowledgements
	1 Introduction
	1.1 Motivation
	1.2 Problem formulation
	1.3 Organization of the thesis

	2 Optimal damping of all eigenfrequencies using dimension reduction
	2.1 Solving Lyapunov equations using dimension reduction: basic idea
	2.1.1 Connection of small elements in damping with the structure of the matrix 

	2.2 Solving Lyapunov equations using dimension reduction: general case
	2.3 Error bound
	2.4 Calculation of the optimal viscosities
	2.5 Numerical experiments
	2.6 Conclusions

	3 Optimal damping of selected eigenfrequencies using dimension reduction
	3.1 Approximating the trace of the solution of the Lyapunov equation 
	3.2 Error bound
	3.3 An algorithm for the approximation of optimal viscosities
	3.4 Numerical experiments
	3.5 Conclusions

	4 Determination of the optimal dampers' positions
	4.1 Optimization of dampers' positions
	4.1.1 Determination of optimal damping for a  one-dimensional case

	4.2 The "Multigrid-like" optimization  approach
	4.3 The "Discrete to continuous" optimization approach
	4.4 Damping optimization based on dimension reduction and continuous minimization
	4.5 Area with the optimal dampers' positions
	4.5.1 Numerical experiments

	4.6 Conclusions

	5 Optimal damping of a system - a case study
	5.1 Solution of a structured Lyapunov equation
	5.2 Minimization of the trace of the solution of the Lyapunov equation
	5.3 Numerical experiments
	5.4 Conclusions

	Future research
	Bibliography
	Curriculum Vitae 
	Summary

